
What are GMs?

- How to do inference on GMs ? ↓ We're talk about"how to view BPas optimization
sampling ing
How to learn GMs ? and how optimization can help us appx
-

(1) Loopy
BP perform inference + sampling
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F : m(x)* -> M(x) I prob measures on X)
F(v +) = v

+H

· If F(F(F ... (F(w') converges , it's to afixedpoint of F
F(vP) = y

· Does F have a fixed pt ?
· More than 1? What are they?
· Does BP find-theFP of F if it has one?

Existence : (Hadamard 1910 ,Browner 1912) closed+

- ↑ bounded

Any continuous function mapping from a convex
, compact set to
-

itself has a fixed pto I normalized msgs are convextcompact
F is continuous)





Eff
-

The -variational characterization ofI is E =

sup G(b)
b : dist over X"

PMF

-

Claim Oftotal (b) is strictly concave-

& Supp 0 total (b)
= E

-

P(x) = argmax
G(b)

-

Pf (max] Gftota(b) = [ b(x) log(inay(x)]
- Eb(x)logbx)-

Info Theory - Eb(x)log[f(x). ·z) - Eb(x)logbk)
DeL 1611p) 10 X
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+ log* -

b(x)lgb()
DKI(b1/P) is convex in b x(x)

max Of total(b) =logz + [b(x) logP(x) - b(x) log(b(x))
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- -E-Dr(bp) = /
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