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Def. . undirected Graph G -CV, E)
Hi
,

=Csi)
• a set of nodes C = Eic , is, - - ice) is a clique in G-EVE)

if all pairs in C are connected InGT

• a clique C is a maximal clique if you cannot add any
=

node to c and make a bigger clique

① ④ El. 333
,
{3,4563, E5, 73 are

⑥I③§¥⑤-⑦ maximal cliques

• let E denote the set of all maximal cliques in G.

Undirected Graphical Model
-

on G=CV, E) is

a family of distributions on A- [Xi - - - Xu]

that factorizes as
I

p ( X, n . - xn ) = - IT£ C Xo)
Z CEE

where E is the set of maximal cliques Tn G , or Compaeiblkey
factions

to :X
'd
- IR, one neon-negative function called factors

EE¥×n{IIe fccxc )} is the normalization to ensure

the probability sums -6 one, called ParYt .



warm up examples >
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Factorization Pex
. pcxftzfacxnxdf.su#)PcxEIfEx.xeftzcxDPcxEFfxstzca,¥

& HWI.
*IAH, CX, ,XDIX3 X

, , mutually
independent.

Def. (Graph Separation] *Casually we will wrke teas A-B-C.

B CV separates A , CCV if every path from any node aEA

to a GC passes through at least one node in B .

O O o

o o_0
A
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Det. [Global Markov Property CG)]
& distribution PCX) satisfies the global Markov property v.me . G

if for any A. B
, CCV SE

. AEC are separated by B,

XAILXCIXB

we will show that for all pay that factorizes according to G ,

It also satisfies global Markov Property.
G. give an example of Bayesian Network that cannot be represented by
a NRR

.

G. give an example of MRF that cannot be represented by a BN .



Def. [ local Markov Property ( LD uneG
PK) satisfies local Markov Property if

X ; I Xrest I Xai
where 2T ⇐ neighborhood of i = { JE V I Ci . GE}
and rest=Vl 30GB)

Def [pairwise Markov Property CPJ] w.me G
PG) satisfies pairwise Markov property if

Xi IB IXrest for all Is not
.

connected
' " G.

where rests VVi , J }

Claim : (G) ⇒ LL ) ⇒ (p )

proof 1 : (G)⇒⇒ ch)
set A- Ei 33

,
13=-27

,
c- rest

proof2 : ⑥⇒ Po

Xi I *va⇒¥y'

x ; Ix%t Xvi 3
6¥ X, it X; I Xue §

.

⑨ follows from X 1412 ⇒ XIYI# had)
CD follows from XI YI z ⇒ X I had I Z



claim : ⇒ CG) if Pca >o , TX

Lemma [Intersection Lemma]-

For pcxs>o , if XAHXBICXc.io) & XAHXCICXBXD)lthenxatcx.gs/c)lX
proof of claim :
suppose

"

* 1%1 Xrese , then XA ttxclxpo .

we show this by induction on all B of size IBI -n-2, n -3,
- - -

-

① initial condition : IBI 'm-2 .

true by assumption .

② suppose by induction hypothesis that (G) holds for
all IBI Z S .

we will prove ④ for a 1B l = S- t.sn-2

either IAI22 or 1422, so u
.
l

.say let IA 122 .

for any TEA , we have from A - B - C separation
Aki3- BUGS - C separation

IN
o XCIXAI.is/CXBsXi) Cl)¥571115,3

- Buna , - c separation
a B

C

Ir

XcHX ; I#Atlas) G)

Applying intersection lemma to &@ I we get

XCIXA I XB

By induction CG) holds for all B .
g.t. A - B- C .

* If pyo , then CG ) #f ) . as we show In HWI .



Def. [ Factorization CE )]
we say Rx, factorizes according to G if

Rx) = I Ife tccxc)

where E is the setof maximal cliques in G .

Claim
. (F) ⇒ CG).

proof . for aux A - B- C separated Tun G
there is no clique that includes aEA and CEC

,
hence

.

Pca = 'z Film) . Fez (Xr
,

Xc)

by HWI . this implies
* I XCIXB

.

Theorem
.
I Hammersley -Clifford theorem ]
If Passo for all ×, ehen (G) ⇒ Ck)

.

Implication : for Pex,>o, Gas@ s⇒ a)23 Cp )
canter example : If Pasko , then ④ # CA) CHW1)

.


