
*Causal structure Discovery .

• Does smoking cause leeugeaucer ?
Observational Data smoking ,

lungCancer
Thung cancer Eo, 13 Eo , I}

Yes NO

smoking 5%85E correlation does not imply causality .
No 6% 94% Alternative Explanation

gene
Eats

1 ↳
smoking leg cancer

people with specific gene is likely to smoke

AND get lung cancer.
→ those people would havegotten lung cancer
even if they did use smoke.

→ heaces smoking does not cause cancer.

Interventional Data
.

#

Randomized trials . gene
random 50% of population see Smokey -I )T¥h#e Israndom 80% of population set smoking-O . smoking lung cancer

¥
you can identify causality by intervention , but
ie can be unethical and/or expensive .



* All nodes are observed with observational Data
.
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Recall : BN G=L vsE) is a DAG ouch Pcx ) = Fai Pi CHI Kai )
Def. Markov Equivalence class CMEC)
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claim : From observational data
,
we can only recover G up to les MEC.

proof : Gift implies
t PK) that factorizes as Gc also factorizes as Gz .
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which ones are equivalent?
I

MEC on 3node graphs - skeleton

↳Kral
.
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* Hence A can only be partially identified.

*To resolve the direction of edges withinMac,
we need to use interventional



Constraint- based Algorithm [SGS -Algorithm]
Sprees -Glynour- Schemes

2001
.

Step1 .

Start with Complete Graph Goecke). undirected graph.

Step2 . Using observational data
,
for all 433GW

remove u , J) from E if
⇒
S SE

. HIGHXs
.

#⑧o
Step3 . for all triplets Ci

, I k) C- Vavxv se.

9 ⑧

&
check if Xi IX's IXrest hEk3
If yes, direct edges as

⑦ ⑤

¥ ±*#
Step4. orsiieue remaining undirected edges

by consistency , recursively do this
a

* How do we check Xi HEI XE ? I cx.is/jlXD=O
Q .

When does SGS-Algorithm fail 7
to recover MEC ? ICH JX; Ks)

e:{ftp.f.fi?HsD--Ekt'"" ' x' 'H'""""" GREET#③
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I

Recall
. Global Markov Property .
If Xi and Xs are d-separated in G by S , then

X, I Xsl Xs .

Def. Rex, is faithful ant. G . if
Xi IX, Ks for all s ⇒ a.DEE .

Claim
. If - X

"

.

. -

,
XA i :D Pca

.(
pm is faithful to a graph G?\
all variables in G are observed.

Then SGS -algorithm is consistent , i.e .

Lim *

area
IPC Isas 4G)

-O

MEC

' Caste-based algorithm - requires lots of samples
4 ( faithfulness assumption .
Gud Tudepadnces as constraints .



* Score -based Algorithms

Recall : log- likelihood score of a DAG G
.

X"- - - x

SCORE CG) =④¥
,
If lxijxq;

) - N ¥
. .
Hpcxi)6¥ T¥depadonG

without further restrictions on G. , complete DAG always machines
Max score.

Def. Bayesian Information Criteria (BIC) score .

S@0REopscCG3EScoRECG3-l8zNe.dTm Cce).
-

dot- likelihood
-
how complex model.
how many variables referrals

¥Rx⇒ -
describe Rex,

Minimum Description Lengths CMDL)
where Huck)= Ia

,

(1*+1) . 1*1141 principle .

• first term by- likelihood scales as N.
→
samples to segdmao.es

.

Second term regularization scales as log N.) samples9

N

-⇒ I
# Variables in the model

.

* Properties :
① Score equivalent : GifGz ⇒ SCOREBsc (G.7- SCOREBecCGD.

MEC

② Consistency : It G* is a perfectmap for PUD.
Then as N-•

,
G* Is the uniquemarketer.

③ Decomposable : SCOREBzc = STORE cxi , Kai )
.

⇒ Greedy Equivalence search CGES)
.



Algorithm [Gergely Egarvalence search] .

Initialize G
"?
= (V

,
E --f )

phase I : t.tt - - - IT← time until no more goin
add an edge that maximizes SCOREBy CG D)

phase If . t --Ttt, - - -

remove an edge that maxim
-

yes Scarface ( Glee
")

claim : As N-oo
,
GES correctly finds MEC under fatefulness

.

*How long can T be?

* Permutation - based Greedy search Algorithm

Idea:

the # of MECs for n - node graph
explodes .

o_0 to 0 If
we instead search over all

permutations cand skeletons)

→ #MEC Elo
'd

us
.
108=33,628,800

If
we apply Greedy search .



Greedy search for sparsest permutation EGSPT Algorithm.
Initialize : Tl

"'
as arbitrary ordering.

Repeat : e-Is . . . .

\ for each permutation (ordering a tu ele neq@d state)

-

construct a DAG Gea by
1243 (Tt, it;) C-Ea 3--7 Hai #↳ I Xtc - - -Thi

, Their --Test

evaluate

session:B:*
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. pouxueaeim .
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• the permutations are neighboring if they differ anally in
two adjacent positions.
e.f . (2

, 5,3 , 1,4)

( 2
,
3
.
5, I, 4)

• claim: Gsp is consistent under strictly weaker condition
than faithfulness.


