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Def. Tree reweighed belief propagation .
given F- ETK3¥, see of spanning trees , and

corresponding weights {Go} s.t
.

ECk=L

by fishes x-D = E Ck logf¥kk¥)
then the energy term in Gibbs free energy decomposesas

Esl -Ewe bottomsI - Es [3a
.

I Galgtis
"
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=E4¥sE?⇐hgt
energy of a one treemodel.

*claim : log E E E Ga bgIk
,

easy to compute Oleh B-P. as it Is a tree.
proof :

log Z = YEI
,#u,
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*
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Graphical model
is a tree

→
= Ice YE£c { EstEinEe coff ItEntropyCD}
-
this can be solved exactly circle B.P.

• Caveat
I we

want to select as fast' ekaeuicuaige-algE.is
# of spauuty trees can explode.



*To solve inference problems DCA )

Variational methods sampling : Dexia) =# EF
,
Itcxia)

b b

Belief propagation Gibbs sampling
tob.

Deterministic * Randomized
- fast . slower
• approximation . exact in the limit N-o

,

but difficult to

decide when to stop.

Def. Markov chain Monte Carlo methods
.

- construct a Markov chain X C- If
"
- X
#"Ean with

transition matrix Q whose stationary distribution p
- start with an arbitrary realization X and

run the Markov Chalk until it converges close to

its stationary distribution
- Repeat.

Qi : How do we construct Q ? → Metropolis -Hastings algorithm→ Gicgbabsp,y
Qi. How long does ie take for the markov chain to converge?

→ spectral analysts
to porch coupling .

.

Strategy
filmed a graphical model State Xlt) E H " : realization
G ⇒ pcxftz THEM;). initial state Xo)

construct transition matrix Q f IR
htt
"

I
"

we will use orbit in a memory, but conceptually
+

define it

Repeat : sample : x
Ceti) ~ (x J. Q

sparse

at
one,E¥F.it#e-rouofQidreueallyX-4~T:seaEconaxydistribution of Q .

pcx)



Def. time - homogeneous fluke -state Marker chains .
Markov chain- star space H

"

L
Transition matrix QqphtMHKMQ.cz= IPC#if I Xe=x)

Det. seaeionarydist-YIF.oot.7.fi,
"

II} ht't

- might not be unique y
we do nd fee Into

detailed conditions on Q
that ensures existence&uciigue ness -but

- night we exist construct Q s-E. ie is UAE.

Def. a Markov chain is Reversible if 7- a s -e.

detailed balance equation is satisfied
Tex . Qxye - TyQyx .

for all x.y.

Claim
.
a satisfying CA) is a stationary distribution ofQ .

proofs
⇐Off § TexQuy q ZayQyx f- Ty .

Q is stochastic
, i.e.

now -sum to

one
⇒ atQ= IT

we will construct a Markov Chain Q that Is reversible
.

- we can use Ex) to ensure CT- PK)(
spectral analysis can be applied .



Def . Metropolis- Hastings Algorithm
• Start with a candidate transition matrix K
'

To ensure unique stationary distribution , ie is sufficient to Khare

- kxx > 0 ,

"
XE#

h [aperiodic]

- for any x.yeah,
⇒
apath (xrssxz, - - PEE'D of

positive probability transitions [irreducibility]
kxix.ee , >O . ti Efl, - -int}

what we want what we have

* I Qxy - Rx, = Qyxpcy, K, Pca, & Kya Ry)
q
w.l.s.gg

the main trick Is to remove some
"

Probability mass"

from the larger one.

Define : Ray ⇒ mins 2 , Pp%?!¥÷ } team
,

Qxy = Kay ' Ray

Qoex
} 1- ¥. Quit

5. e.

probability sums es one

with this rejection samplingd-Ray)
claim: ( Q, pug ) satisfy ⇐l .

psst> pug . Qxy= Pas . Rxyrkxy
= Ry) Kyx Cif Ray
= Pcytkhya - Kya .
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* Remark : as Rx) is only used in Ray -- minftp.?#Yey}
we only need Pp÷¥=¥s⇐t÷Y÷7 ← takes 8E¥¥m[

does not requireZ-

* Remark : Do we need to store K and Q GRI
Matti

"

- we can choose K to be simple , such as K-- Tuan -Htt
slept. - Ae time t first generate candidate Kuk from Khe,#E)
Step?

-

Accept X*% with probability Rye,xena n

. X⇐kX⇐k
Step3. - otherwise reject and keep current state :X =Xt

*Theorem: Metropolis - Hastings Algorithm finds le- projection of
K onto the space of reversible Markov chains Etch

stationary distribution Pca .

↳* adf.LI?oi=p.EEex/Pcxs-kxy-Ra8.g/
*Are we done ? - the ore is in choosing K .

if the spread of K is too large, then acceptance
rate is low

if the spread of K is too narrow
,
then mktye.ae
Can belarge.

example> K-- ¥,HI ,
Ray-- ninth . ¥*z¥÷Y÷Y )

-all pairs first sampled ohh egad probability. Casper K)
- but many chandidates might be unlikely and be resected.



* Def. Gibbs Sampling .

Step 1 . sample i Est
,

- -

,
m3 uniformly at random .

Q{Step 2 .
see you ;

= NY ;
Eustis

step 3 . sample y ; from p ( 2=1×44 )

* Remark
. Patil Xie') x Iff,

fisc Yi ,xj") is efficient

*claim .
( Q

, pox, ) satisfy @J .

Proof. for y that differ at only T -th coordinate from X,

Poo . Qxy = peas . In - PC fi IX. ; )

Bayes → = peak. Pay, - In pcy.dk:)

= peak. In Pex. ;) R 't.cl#)-Q.yxRy)

Otherwise Qxy=o if x&y differ more than one coordinate.

* the resulting dynamics of the Markov chain Is called Glauber Dynamics.


