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Figure 1. Simplified LSST image processing workflow. Raw telescope images are transformed into a
list of sources along with associated types (galaxies, stars, etc.) and their features (e.g., brightness,
size, etc.).

processed to first correct for systematic instrumental artifacts (i.e., Instrument Signature Removal) and to perform
other transformations (e.g., Background Subtraction). The workflow then extracts the actual sources from these pre-
processed images. A standard catalog serves for precise astrometric (i.e., position on the sky) and photometric (i.e.,
flux) calibration. At this point, each source is an element in the sky with a given set of features including brightness,
size, and others. These features are finally used to classify sources into different types such as galaxies and stars.

To process such massive scientific datasets, existing DISC systems are showing high promise. For example,
Andrew Connolly (UW, Astronomy dept.) and his group are building an image processing pipeline based entirely
on the Pig [19] and Hadoop [13] suite of tools. Early results are encouraging [30]. The database community
is building new, specialized parallel database management systems to process astronomy image data and other
scientific datasets [22, 25]. Other communities are also successfully using these tools [24].

As a result of these efforts, a new way to process scientific data is through a workflow system where individual
steps are either MapReduce jobs or parallel, relational queries. This is a paradigm shift for existing workflow
systems! Efforts to support this new method are only starting to appear and are still awkward [28].

A key challenge of these “data intensive” workflow systems is that input data is arriving continuously (or in
batches) and at a high rate. Today, the arrival of new input data requires that the entire workflow be re-executed, a
limitation that is starting to gain some attention [17]. Such continuous re-executions of compute- and data-intensive
workflows are untenable in face of today’s data onslaught even for powerful clusters.

Our goal and long-term vision is to develop new workflow management techniques that will enable much more
efficient use of resources. As a first step, we propose to address the problem of unnecessary data computations in
a workflow. Note that while the PI already has good knowledge of data intensive scalable computing systems, the
area of workflow management is new to her.

As mentioned above, at any given time, scientists may be interested in only a subset of the output of a workflow
system. If the workflow system could observe the usage patterns for its output data, it could determine the probability
that any given output result will be used (e.g., it could associate a probability with each data source at each location
in the sky). Here, we use the database terminology and call each output datum a tuple. For those output tuples whose
probability of being accessed is low, the system could decide not to precompute it ahead of time but, instead, wait
for a specific request. In the LSST example, when a new set of images arrives at the end of a night, the system could
process only those images that cover the parts of the sky currently of interest to scientists (other images would get
stored to disk but would not even make it through the first stage of the pipeline). Within the processed images, the
system could extract all sources but could run the expensive final classification step only for those sources that have
specific features matching user interests (e.g., sources that are small and dim). The data of interest would thus be
processed eagerly as soon as new images are available. Other data, would then be processed lazily, only if a user
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