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[ Problem ] [ Our Process J

In d\_,,rnurnic professional, educational, and Qur AR anncotation framework consists of three core components:

industrial envirenments, effective communication

about physical spaces and objects is challenging 1.Real-time Object Detection: Utilizing YOLO, the system continuously processes captured
—p-::lrtiu:u|4:1r|',-' when praviding clear, contextual screen frames to detect and track nbjects_

information for training, instruction, or 2.Gesture-based Selection: Hand-tracking via Meta’s SDK enables intuitive gesture-
collaborative tasks. based interactions, including gaze-based object selection and pointing gestures.

I.Contextual Annctation: Once an object is selected, cropped image data is passed to
an on-device LLaVA model (34B) to generate annotations comprising obje-:t name,

usage, l'.ZII'IIEI price range.

{ Our Approach ]

We leveraged the Meta Quest headset to
enable intuitive, real-time annctations directly
within physical spaces, providing clear,
contextual information for training, instruction,
and collabaration thrnugh immersive mixed-
re-::||it':,-' interactions.

[ Motivation / Use Cases ]

This has the pntenticﬂ far many diverse
upp|icutinns like in warehouses for inventory
management, labs and medical centers for backpack
equipment and safety training, workshops like
carpentry for tool instructions, and industrial and
retail settings for maintenance and customer
service to streamline operations and onboarding.

Caption: Annotations added by user using our AR -::lpp|i::-::|ti-::|n on the Meta Quest

[ Results ]

Current limitations include reliance on manual annctations, lack of automated nbject recognition, and the in|:1|:::-i|it',-' to prc:-vide
video-based or fu||*_,,r immersive instructional content. Future deve|npment aims to integrate a vision—bnguuge Al madel (VLLM) to
enable real-time ije::t detection and automatic annctations directh,-' within the mixed reality environment.

Additionally, incorporating video annctations and immersive tutorials will greatly enhance the platform's value, especially for
complex settings such as medical training facilities, mechanic workshops, or other technically demanding fields.
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