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Problem: Our project explores the fusion of ultra-wideband (UWB)

radar and inertial measurernent units (IMUs) to enable more accurate
and immersive VR avatars. Current IMU-based tracking methods lack
absolute position data, making full-body pose estimation challenging.

By integrating UWB's precise distance measurements with IMU
motion data, we aim to create a low-cost, real-time motion capture
system that enhances VR experiences. We will develop an
embedded system, train a machine learning madel to infer joint
angles, and render a dynamic, responsive VR avatar using AFrame.
This system has the potential to improve realism in VR gaming,
social interactions, and virtual training, bringing more lifelike
movement and precise tracking to immersive environments.

Related Work

Current pose estimation efforts rely on a range of
sensor mediums and modeling techniques to
produce accurate 3D human representations.

« Professional systems such as Optitrack or Xsens
deploy multiple cameras and full-body suits to
capture motion, but these setups are costly and
cumbersome for general user

Recent research focuses on sparse-sensor
approaches, such as IMUPoser —which uses IMU
sensors in phones and earbuds—and QuestSIM,
which employs IMUs in a VR headset and controllers

Traditional inverse kinematics can fill in missing joint
information, but it often leads to unrealistic
movements

Figure 2: Depicts
the Xsens suit, and
the full body
sensor needed for
accurate pose
estimation, shown
from three
different angles:
front, back, and
side view.

Method

+ We introduced an approach combining UWB
sensors with lower-body data to achieve full-
body reconstruction. We generated a large
synthetic dataset using AMASS, artificially
producing IMU and UWB sensor readings
around the ankles from motion capture data.
Enabled us to train on over 20 hours of diverse
movements.

+ We employed a bidirectional LSTM to learn the
mapping between the artificial sensor inputs
and each sensor’s local rotation. Leveraging the
SMPL model, we transferred these learned
rotations to a full-body representation.

* We used the CMU dataset, BMLMovi, ACCAD,
BMLhandball, DFaust and DanceDB datasets
from AMASS to synthesize our data.

« Our exact architecture was (linear, relu,
bidirectional Istm layer, linear, dropout). We
evaluated our loss following the method done in
IMUPoser, also using the Adagrad optimizer.

+ We recreated frames of SMPL using the Afram
library, which converted the 3D PKL meshes to
tangible VR objects.

Figure 1: On the left is a representation of the 23 joint angles needed by SMPL and how they
represent movement for an avatar, and the right image depicts the stylistic differences present

from different poses output by the model
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Figure 3: The right shows the LSTM architecture that we used,
and the left depicts the result of the VR walking experience
from an offline PKL file

Results

Our final test accuracy is 0.275, which aligns closely with
the final validation loss of S. These results
demonstrate the potential for accurate full-body
estimation using only lower-body sensors. Moreover, the
training loss graph clearly shows that the model
continues to learn meaningful features, with a steady
decrease in loss over time. Finally, qualitative
visualizations indicate that the predicted poses align

sely with ground-truth poses, especially in sequences
involving substantial lower-body motion (e.g., walking
and jumping).

Figure 4: The top graph shows the training loss of the LSTM
and then the bottom graph shows the validation loss, over 2k
steps plotted against loss

Conclusion

Contributions: We introduce an innovative fusion
oth UWB radar and IMU data
tional full-body tracking

X model and a

pture is achievable
dditionally, we lay the groundwork for
real-time data stream
adaptive noise correction, offering significant potential for
advancing VR applications in gaming, social interaction, and
rehabilitation.
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Future Work
Future work will focus on two main aspects:

1. Developing a real-time streaming pipeline for
processing UWB and IMU data, which is essential for
reducing latency and providing immediate feedback in
interactive VR applications.

2. Comprehensive user studies to gather both
qualitative and quantitative feedback on avatar
realism, sensor placement, and user interface design,
guiding iterative improvements to create a more
engaging and intuitive VR experiences.
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