
Converting 2D Images to 3D Anaglyphs using 
Deep Learning Models
Varich Boonsanong, Ivy Ding CSE 493V VR Systems
 

Technological innovation in the realm of 
virtual reality (VR) has progressed 
significantly with devices as ubiquitous as 
smartphones capable of showing 3D 
content. Since the advent of camera 
technology, we have over a century of 2D 
media material at our disposal, which we 
believe has untapped potential for future 
3D-generated content. Our project focuses 
on leveraging the advancement in Depth 
Estimation Deep Learning Models to 
approximate the depth of an object(s) in a 
2D image and convert it into a 3D anaglyph.

PROBLEM & MOTIVATION

RELATED WORK
RESULTS• Nasir Khalid’s 2D to 3D Sneakers Project

• Mark Alcaraz’s Realtime 2D to 3D Faces
• Michael Callahan’s Stable Diffusion 2D to 

3D Video Synthesis
• Eric Xie’s 2D to 3D Video Conversion with 

CNNs
• Google Starline Project

Our process uses two different pre-trained Deep Learning models. Given a 2D image 
we want to convert, we generate a depth map and segmentation map. In the post-
processing step, using the segmentation map, we determine the object(s) of focus 
and decrease the depth of the pixels associated with it to give the illusion of that 
object(s) being closer. This helps us determine how much to shift the red and blue 
channels of the object(s) to give a 3D effect. Combining with the original 2D image, 
we supersede the red and blue channels to produce the final 3D anaglyph.

PIPELINE

Depth Map Full Image 3D Anaglyph

SOLUTION
We use deep learning models to estimate 
the depth of each pixel in an image as well 
as determine the pixels associated with 
different objects.  That info is then processed 
into a 3D anaglyph or image that can be 
displayed on a 3D screen, such as in a VR 
headset.
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*view with 3D glasses to experience the effect

3D REAL-TIME VIDEO
We can extrapolate our process to work on 
videos. However, current deep learning 
models require immense computational 
power, thus, we  struggle with low frame 
rates and deteriorating video call quality

Video Example

*similar to a lite version of Starline
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