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Lecture notes

• These lecture notes are based on other courses in LLMs, including

• CSE493S/599S at UW by Ludwig Schmidt: https://mlfoundations.github.io/advancedml-sp23/ 

• EE-628 at EPFL by Volkan Cevher: https://www.epfl.ch/labs/lions/teaching/ee-628-training-large-language-

models/ee-628-slides-2025/ 

• ECE381V Generative Models at UT Austin by Sujay Sanghavi

• and various papers and blogs cited at the end of the slide deck

https://mlfoundations.github.io/advancedml-sp23/
https://www.epfl.ch/labs/lions/teaching/ee-628-training-large-language-models/ee-628-slides-2025/
https://www.epfl.ch/labs/lions/teaching/ee-628-training-large-language-models/ee-628-slides-2025/
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• Chain-of-thought prompting


• Fine-tuning



Chain-of-thought prompting [Wei et al. 2022]



Chain-of-thought prompting [Wei et al. 2022]

• In-context learning provides in the prompt a few paired question and answer examples, which help 
the LM figure out the context of the given task.


• However, it is not as effective in complex reasoning problems that require logical thinking, e.g.,   
tasks requiring arithmetic/mathematical computation, manipulating symbols, or common sense 
knowledge.


• Chain-of-thought adds intermediate reasoning steps, to attempt to 

• break down the problem into smaller subproblems and 

• provide verifiable or interpretable explanations.   

• In-context learning prompts with  
<Question, Answer> + <Question>


• Chain-of thought prompts with  
<Question, Intermediate results, Answer> + <Question>



In-context learning Chain-of-thought prompting



• (Supervised) Fine-tuning: trains the base 
LM on math Question and Solution pairs. 
 
 
 

In-context learning SFT: Inference: Fine-tuned 
Generator



• (Supervised) Fine-tuning: trains the base 
LM on math Question and Solution pairs. 
 
 
 

• Prior Best: is Supervised Fine-Tuning (SFT) 
followed by a verifier. 

In-context learning Inference:

Verifier training: 

Fine-tuned 
Generator

Fine-tuned 
Generator

Inference:
Fine-tuned 
Generator

return one  
using verifier

SFT:



• Arithmetic reasoning benchmarks

Josh decides to try flipping a house. He buys a 
house for $80,000 and then puts in $50,00 in 
repairs. This increased the value of the house by 
150%. How much profit did he make?

GSM8K 

Each pack of dvds costs 76 dollars. If there is a 
discount of 25 dollars on each pack. How much 
do you have to pay to buy each pack?

SVAMP

The school cafeteria ordered 42 red apples and 
7 green apples for students lunches. But, if only 
9 students wanted fruit, how many extra did the 
cafeteria end up with?

MAWPS

• Chain-of-thought prompt examples



• Arithmetic reasoning benchmarks

Josh decides to try flipping a house. He buys a 
house for $80,000 and then puts in $50,00 in 
repairs. This increased the value of the house by 
150%. How much profit did he make?

GSM8K 

In-context learning

Each pack of dvds costs 76 dollars. If there is a 
discount of 25 dollars on each pack. How much 
do you have to pay to buy each pack?

SVAMP

The school cafeteria ordered 42 red apples and 
7 green apples for students lunches. But, if only 
9 students wanted fruit, how many extra did the 
cafeteria end up with?

MAWPS

GoogleGoogle OpenAI



• MAWPS breakdown


• Chain-of-thought is 
particularly effective 
on complex tasks



• MAWPS breakdown


• Chain-of-thought is 
particularly effective on 
complex tasks 

• Both In-Context Learning 
and Chain-of-thought is 
an emergent ability that 
requires sufficiently large 
model 



• Symbolic reasoning benchmarks• Chain-of-thought prompt examples



• Symbolic reasoning benchmarks• Chain-of-thought prompting generalizes to longer 
sequences

In-context learning



• Chain-of-thought with Self Consistency [Wang et al. 2023] 

• borrowing ideas from prior best approach, CoT with self-consistency samples multiple 
random outputs and chooses the most consistent one.



• Chain-of-thought with Self Consistency 

• samples multiple random outputs and chooses the most consistent one.



• How is Chain-of-thought prompting used today? 


• CoT is used quite often as prompt engineering is popular due to its 
efficiency in many applications. 


• Let’s consider one popular example of ReAct (Reasoning and Acting) 
framework [Yao et al. 2025] for building LM agents: LMs that can plan and perform 
tasks using external tools


• ReAct prompting is an advanced Chain-of-thought that also uses tools.


• We are interested in challenging factuality and knowledge tasks, e.g., FRAMES 
Benchmark [Krishna et al. 2024]: 

As of August 1, 2024, which country 
were holders of the FIFA World Cup the 
last time the UEFA Champions League 
was won by a club from London?

The Basibasy mine is located in Madagascar. This mine is 
abundant in a specific chemical element that was discovered for 
the first time in 1791. The person who discovered this element 
was born on what is now known as a major US holiday - what 
holiday is this?



• If no access to a search engine is allowed, one might use Chain-of-thought prompting: 

Question: Which magazine was started first, Arthur’s Magazine or First for 
Women? 
Thought:Arthur’s Magazine was started in 1844. First for Women was started in 
1989. 1844 (Arthur’s Magazine) < 1989 (First for Women), so Arthur’s Magazine 
was started first.   
Answer: Arthur’s Magazine 

Question: As of August 1, 2024, which country were holders of the FIFA World 
Cup the last time the UEFA Champions League was won by a club from London?

LM

• ReAct prompting uses the following template that calls external “tools” in a 
multi-turn interaction of an LM and its tools:

Question: Which magazine was started first, Arthur’s Magazine or First for Women? 
Thought 1: Need to search Arthur’s Magazine and First for Women, and find which was 
started first. 
Action 1: Search[Arthur’s Magazine]  
Observation 1: Arthur’s Magazine (1844-1846) was an American literary periodical in 
Philadelphia … 
Thought 2: Arthur’s Magazine was started in 1844. I need to search First for Women 
next. 
Action 2: Search[First for Women] 
Observation 2: First for Women is a woman’s magazine published by Bauer Media group - 
was started in 1989 … 
Thought 3: First for Women was started in 1989. 1844 (Arthur’s Magazine) < 1989 (First 
for women), so Arthur’s Magazine was started first. 
Action 3: Finish[Arthur’s Magazine] 
Question: As of August 1, 2024, which country were holders of the FIFA World Cup the 
last time the UEFA Champions League was won by a club from London?

LM

Search Engine



• OpenDeepSearch [Alzubi et al. 2025] is an 
open-source agent framework with 
search tools built upon ReAct 
prompting.


• OpenDeepSearch with ReAct 
prompting significantly improves 
performance of open-source base 
model of DeepSeek-R1.



• OpenDeepSearch [Alzubi et al. 2025] is an 
open-source agent framework with 
search tools built upon ReAct 
prompting.



• By switching from ReAct 
prompting to CodeAct 
prompting, OpenDeepSearch 
surpasses the SOTA closed-
source counterparts.



• CodeAct prompting [Wang et al. 2024] reasons in Python executable code:



• Chain-of-thought prompting is commonly used in various applications of LMs.


• It breaks down the reasoning into multiple steps and provides explanation 
that is interpretable and verifiable. 


• Various advances has been made including, Tree-of-thought, ReAct 
Prompting, and CodeAct prompting.
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• Positional embeddings are designed to capture the positions of the input 
sequence of words to a transformer.  


• Without positional encoding, the original transformer treats the input as a set, 
in which case the following two inputs are treated the same (more to follow 
when we learn architectures):  
 
                                    “I am happy”   vs.   “Am I happy”


• To take into account the order of the input, absolute positional embedding 
represents a word by concatenating its learned semantic embedding with an 
absolute position of the word.



• Absolute positional embedding solution 1: original transformer paper [Vaswani et al. 
2017] proposes using alternating sin() and cos() functions of decreasing frequencies 
at position index t, added to the vector word embedding:   
 

      

• Absolute positional embedding solution 2: learned positional embedding. 
 
     


• Empirical performance is similar for the two absolute positional embeddings


• Learned positional embedding is popular in vision transformers

xt = WordEmb(wt) +

sin(t/100000/m)
cos(t/100000/m)
sin(t/100002/m)
cos(t/100002/m)
⋮

sin(t/100001/2)
cos(t/100001/2)

position embedding

xt = WordEmb(wt) + PosEmb(t)

[Zhou et al. 2020]

high frequency

low frequency



• Absolute positional embeddings encode the absolute position of the word in the sequence, 
which has two problems:


• it is hard to extrapolate to sequence lengths unseen during training,  
 
 
 
 
 
 
 
 
 
 
 

• and relative position is as important as absolute position, for example, “happy new ?” 
appearing in positions (1,2,3) have similar meaning as appearing in positions 
(500,501,502).


• Relative positional encoding addresses both: generalize to sequences of unseen lengths by 
relying on the pairwise distances between two words.

}
Absolute positional embedding

Relative positional embedding

[Press et al. 2022]



• Recall the Relevance matrix from self-attention, defined by inner-products of 
keys and queries.

    To solve machine translation Google introduced transformer …
x1 x2 x3 x4 x5 x6 x7

To  

solve 


machine 

translation 


Google 

introduced 


transformer 

…

<q1,k1>

<q2,k1> <q2,k2>

<q3,k1> <q3,k2> <q3,k3>

<q4,k1> <q4,k2> <q4,k3> <q4,k4>

<q5,k1> <q5,k2> <q5,k3> <q5,k4> <q5,k5>

<q6,k1> <q6,k2> <q6,k3> <q6,k4> <q6,k5> <q6,k6>

<q7,k1> <q7,k2> <q7,k3> <q7,k4> <q7,k5> <q7,k6> <q7,k7>

Query
Key



• Recall the Relevance matrix from self-attention, defined by inner-products of 
keys and queries.


• Learned Relative Position Bias (e.g., T5-bias) adds bias to this matrix that only 
depends on relative positions, and the biases are learnable parameters.

    To solve machine translation Google introduced transformer …
x1 x2 x3 x4 x5 x6 x7

To  

solve 


machine 

translation 


Google 

introduced 


transformer 

…

<q1,k1> + b0

<q2,k1> + b1 <q2,k2> + b0

<q3,k1> + b2 <q3,k2> + b1 <q3,k3> + b0

<q4,k1> + b3 <q4,k2> + b2 <q4,k3> + b1 <q4,k4> + b0

<q5,k1> + b4 <q5,k2> + b3 <q5,k3> + b2 <q5,k4> + b1 <q5,k5> + b0

<q6,k1> + b5 <q6,k2> + b4 <q6,k3> + b3 <q6,k4> + b2 <q6,k5> + b1 <q6,k6> + b0

<q7,k1> + b6 <q7,k2> + b5 <q7,k3> + b4 <q7,k4> + b3 <q7,k5> + b2 <q7,k6> + b1 <q7,k7> + b0

Query
Key



• Rotary Positional Embeddings (RoPE) [Shaw et al. 2018] 

• Recall that in self-attention, each token  is associated with query , key , and value  
such that the output embedding of the -th token is  

                 

• RoPE encodes positional embedding not in the input , but the key and query.


• Let  denote a matrix that rotates a vector by angle  for some integer . 


• RoPE rotates the key and the query by  for some , i.e.,  
      and  for all . 


• Then, the inner product  only depends on the difference of the positions:  


• This follows from the fact that 


• , and 

i qi ki vi
t

yt =
t

∑
i=1

e⟨qt,ki⟩

∑t
j=1 e⟨qt,kj⟩

vi

xi
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k̃i ← Rθiki q̃i ← Rθiqi i ∈ [T]
⟨q̃i, k̃j⟩ j − i

RT
θi = R−θi ⟨q̃i, k̃j⟩ = q̃T

i k̃j = qT
i RT
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• ALiBi



Parameter Efficient Fine-Tuning (PEFT)



Fine-tuning
• Supervised Fine-Tuning (SFT) is a common practice to adapt a given base LM 

to the target domain of interest, given labeled fine-tuning samples. 


• With the increasing scale of LLMs, oftentimes full=scale fine-tuning of the 
model weights is prohibitively expensive. 


• Parameter Efficient Fine-Tuning (PEFT) corresponds to a family of 
approaches that freezes most of the parameters of the original pertained 
network and only trains a small subset of parameters. 



Low Rank Adaptation (LoRA)
• Given a layer of pretained weight matrix , fine-tuning 

results in an updated weight matrix  
                                      . 


• Instead of a unrestricted, full-rank update , LoRA 
parametrizes the update to be low-rank using a bi-linear 
form:  
                                      such that  
                                     ,  
where  are trainable parameters 
during fine-tuning.

W

W′ ← W + ΔW

ΔW

W = ABT

W′ ← W + ABT

A ∈ ℝdout×r, B ∈ ℝdin×r

y

W′ ← W + A BT

BT

A



• LoRA Fine-tuning has the following advantages:


• LoRA requires significantly fewer trainable parameters, requiring reduced 
memory usage:  .


•  LoRA avoids making multiple copies of the full parameter, since the base 
model is frozen. 


• LoRA updates can be applied selectively to specific layers, reducing 
computational overhead. 


• LoRA updates are modular, and can be plugged in and out at inference 
time. 

r ⋅ (din + dout) ≪ din × dout



• QLoRA [Dettmers et al. 2023] significantly reduces the memory requirement further, 
by quantizing the frozen base model weights to 4bit precision, while 
maintaining the fine-tuned performance. 


• Average memory requirement for fine-tuning 65B LLM reduces from 780GB of 
memory to 48GB, which enables fine-tuning on a single GPU.



• One down side, is that when we train multiple LoRA adapters on different 
tasks, say code and math, and merge them to get both skills, the merged 
adapter use twice the memory. 

W′ ← W + A1 BT
1

+ A2 BT
2

• This parameter increase when merging can be avoided, if the subspaces 
spanned by  and  are the same and the subspaces spanned by  and  
are the same. But, how do we enforce that?

• SVF: Use the subspace of the SVD( ), and train a diagonal , initialized at 

A1 A2 B1 B2

W Z I

W = U VTS W′ 

← U VTS Z



• One down side, is that when we train multiple LoRA adapters on different 
tasks, say code and math, and merge them to get both skills, the merged 
adapter use twice the memory. 

W′ ← W + A1 BT
1

+ A2 BT
2

• This parameter increase when merging can be avoided, if the subspaces 
spanned by  and  are the same and the subspaces spanned by  and  
are the same. But, how do we enforce that?

• SVF: Use the subspace of the SVD( ), and train a diagonal , initialized at 

• When merged, the number of parameters stay the same.

A1 A2 B1 B2

W Z I

W′ 

← U VTS Z2Z1
+( )



• One can traverse the parameter size vs. downstream accuracy trade-off 
keeping the SVD subspace frozen:


• Plain: 

W′ 

← U VTS Z+( )
• Banded:

W′ 

← U VTS Z+( )
W′ 

← U VTS Z+( )
• Random:
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