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Motivation Architecture Datasets
e Image geolocalization is known to be a e 3-step model ensemble for e \We use a mix of original and publicly available
challenging task for vision models, but image-to-country classification Image-to-country pair datasets for training and
human guessers can do very well Input Image evaluation:

e Dataset construction for task is challenging:
hard to represent every region

1. (G50): Geolocation - Geoguessr Images,
50k Google Street View images from 124
countries.

2. (G3): Original dataset of 3k Google
Street View images from 55 countries,
equally distributed across countries

e Most high-performing models require lots
of data to train

e Human guessers achieve success by
identifying characteristic features in an

iImage such as bollards or license plates - - — e \We use instance segmentation to extract
NnStance segmentation iviode . .

e Can models perform better and extract - < . features from images in both datasets to
better representations from data by — e create feature-to-country datasets.
attending to extracted features like | 1. 99K features from G50, all countries
humans do?

2. bk features from G3, all countries

3. 15k features from G50, equally distributed
across 6 countries

Experimental Setup

e \We evaluate models on original test sets
derived from above feature-to-country

datasets, and on IM2GPS test set of
geo-tagged Flickr images.

e We fine-tune pretrained ViT-B-16 models on raw
images from G50 and G3 datasets to use as
baselines.

e \We construct feature-to-country datasets
from G50 and G3 using Facebook’s
Mask2Former model for instance segmentation.

e At inference time, input images sent
through instance segmentation model to
extract important geographical signifiers

M Sample image with label “Australia
& fence” from G3 feature-to-country

Expert Feature Classifiers: o Road markings, vegetation, buildings,

e Ve group feature classes from the G50 cars, ect. dataset
feature-to-country dataset into 4 main groups: e Each category of feature sent to a Sample image with label “Norway”
o Ground (road, terrain) respective expert Vision Transformer ’Ergg; gri?inalt Street View images
. . fine-tuned for image-to-country aase : :
o Vegetation (foliage e
J ( ge) classification DISCUSSIOn
o Structures (buildings .
| ( gs) e Most frequently appearing country label | |
o Vehicles (CarS, tFUCkS, etC.) across features chosen as final label e Performance varies between different
e We then split each group into test/train splits & expert feature classifiers, dragging down
fine-tune a ViT-B-16 model for each group for ReSUItS overall ensemble model performance
feature-to-country classification. significantly
e We evaluate each model on their respective test Miode! AcourRy o Likely due to differences in extracted
splits by top-1 percent labeling accuracy. G50 Baseline feature quality.
. (3 Baseline 0.3155 _ _ . o
e \We then assemble the model ensemble with G50 Boitine Clisithes 0.5393 e [eature extraction is still promising—
Mask2Former and evaluate it on IM2GPS, G50 6 Country Feature Classifier  0.8181 performance of models trained on
measuring top-1 percent country-label accuracy. G3 Feature Classilier 0.5626 feature-to-country data on test splits is
p Cof S il Qb markedly improved from baseline model
All-Feature Classifiers: G50 Structure Classifier 0.3919 - y imp
. . . G50 Vegetation Classifier 0.3721 perrormance
e We fine-tune 3 ViT-B-16 models on the entire GS0 Veﬁicle Classifier 0.1716 S o
feature-to-country dataset from G50, the entire GeoCLIP e Distribution of data across countries in G50
feature-to-country dataset from G3, and a extremely unequal, likely causing
distributed across 6 countries. Model Rocuticy e |IM2GPS images are very dissimilar to
e \We evaluate on respective test splits and G50 Feature Classifier Street View training data, Ilkely Contributing
IM2GPS with top-1 percent accuracy. G50 6 Country Feature classifier ~ 0.2911 to abysmal performance.
G3 Feature Classifier (.0000 '
R f (G50 Feature Ensemble Classifier 0.0302 FUtu re Work
ererences 950 (fm““d Class“!',ef 0.0251 e Is directed feature extraction better or worse than random crop
[1] Bowen Cheng, Ishan Misra, Alexander G. Schwing, Alexan- G50 Slruc,lur‘e CIEISSIII.CI' 0.0101 and Scaling data augmentation?
der Kirillov, a.nd Roh.it Girdhar. Mask-ed-attention mask trans- G50 Veg.elallon lel§31ﬁer 00754 £ e |Is there a better Way to extract featu res so that all features are
e . o o e G50 Vehicle Classifir 00000 @3) " the same qualty?
mation .fromasir.\gle image. In Computer Vision and Pattern 2()2]7[Onll|r;e1cceised217FebL202A4;; 50k / data, e Are accu racy scores on IM2GPS hlg her on the continent-level?
Recognition, 2008. CVPR 2008. IEEE Conference on, pages Table 2. Model Evalulation Accuracies on Im2GPS
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