
CSE 493G1, Spring 2025

Materials prepared by Vishnu Iyengar

Section 7: Exam Review



Course Logistics

- EXAM next Tuesday [5/20]
- Show up to class!!
- Covers content from Lectures 2-12, Assignments 1-3, Sections 1-6
- Allowed one double sided note sheet on a standard 8.5ʼx11ʼ paper

- Project Milestone due next Friday [5/23]
- A4 due next Sunday [5/25]



Exam Review

● Deep Learning Foundations
● Optimization and Training Techniques
● Neural Networks and Backpropogation
● Convolutional Neural Networks (CNNs)
● Sequence Models and Interpretability



Deep Learning Foundations: Image Classification

● 1) Collect a dataset of images and labels
● 2) Use machine learning algorithms to train a classifier
● 3) Evaluate the classifier on new images



Deep Learning Foundations: kNN



Deep Learning Foundations: Linear Classifier



Deep Learning Foundations: SVM Loss



Deep Learning Foundations: Softmax Loss



Deep Learning Foundations: Regularization



Deep Learning Foundations: Summary



Exam Review

● Deep Learning Foundations
● Optimization and Training Techniques
● Neural Networks and Backpropogation
● Convolutional Neural Networks (CNNs)
● Sequence Models and Interpretability



Optimization & Training Techniques: Gradient Desc



Optimization & Training Techniques: SGD



Optimizers & Training Techniques: Optimizers



Optimizers & Training Techniques: Optimizers



Optimizers & Training Techniques: Optimizers

AdaGrad: RMSProp:



Optimizers & Training Techniques: LR Schedules



Optimizers & Training techniques: Choosing 
hyperparamaters

What should you do?



Exam Review

● Deep Learning Foundations
● Optimization and Training Techniques
● Neural Networks and Backpropogation
● Convolutional Neural Networks (CNNs)
● Sequence Models and Interpretability



Neural Networks and Backpropogation



Neural Networks & Backpropogation: Activ. Fns.

Are neurons saturated?

Are outputs 
zero-centered?

Is it computationally 
efficient?

Does it “kill” gradients?



Neural Networks & Backprop: Weight Initialization
W = 0.01 * 
np.random.randn(Din, Dout)

Xavier Initialization

W = np.random.randn(Din, 
Dout) / np.sqrt(Din)



Neural Networks & Backprop: Normalizations



Neural Networks & Backprop: Dropout

- Forces the network to have a redundant 
representation; Prevents co-adaptation 
of features



Exam Review

● Deep Learning Foundations
● Optimization and Training Techniques
● Neural Networks and Backpropogation
● Convolutional Neural Networks (CNNs)
● Sequence Models and Interpretability



CNNs



Pooling



CNNs/Pooling



Exam Review
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RNNs

i.e.
Character-Level
Language 
Model



RNNs (Cont.)



LSTMs

Solves the vanishing gradient 
problem for the cell memory blocks!



Attention and Transformers



Attention and Transformers



Attention and Transformers



Good Luck!

Practice Exam will be posted later today


