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Lecture 17: 
Multimodal Foundation Models
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● A5 due June 9th

● (optional) W (writing credit) early draft due May 30

● Final reports due June 9th

Administrative
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How have we been thinking about models in 
this class so far? 
Train a specialized model for each task

Model 2Data 
Domain 2 Task 2

Model 4Data 
Domain 4 Task 4

Model 1Data 
Domain 1 Task 1

Model 3Data 
Domain 3 Task 3
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Foundation Models

4

Instead: pre-train one model that acts as the foundation 
for many different tasks

Foundation 
Model

Large Scale 
Diverse 
Dataset

Task 1

Task 3

Task 2

Task 4

Pre-training Fine-tuning / zero-shot / few-shot
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Foundation Models

5

GPTCommon 
Crawl +

Math 
Problems

Trivia

Symbolic
Reasoning

Translation

Pre-training Fine-tuning / zero-shot / few-shot

Language
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Foundation Models

6

Multimodal?
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Foundation Models

7

Always see with foundation models:
● General / robust to many different tasks

Often see with foundation models:
● Large number of parameters
● Large amount of data
● Self-supervised pre-training objective
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Foundation Models

8

Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

LLaVA
Flamingo
GPT-4V
Gemini

And More!

Segment Anything
Whisper
Dalle
Stable Diffusion
Imagen

Chaining

Visual Programming
LMs + CLIP
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Foundation Models

9
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Foundation Models

10

Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

LLaVA
Flamingo
GPT-4V
Gemini

And More!

Segment Anything
Whisper
Dalle
Stable Diffusion
Imagen

Chaining

Visual Programming
LMs + CLIP
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Previously…

Use self-supervised 
learning to learn good 
image features

11

Can train small classifiers on 
top of these features using 
supervised learning
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Pull Together
Push Apart

Learning Concepts without Labels
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Learning Concepts without Labels

13
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1. “A cute fluffy cat”
2. “My favorite dog is a golden retriever”

A

B

Learning Concepts without Labels

14
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“My favorite dog is 
a golden retriever”

“A cute fluffy cat”

Learning Concepts without Labels

15
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SimClr

Image 
Encoder

Image 
Encoder

16
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SimClr CLIP

Image 
Encoder

Image 
Encoder

Image 
Encoder

Text 
Encoder

“A cute fluffy cat”

“My favorite dog is 
a golden retriever”

“Monkeys are my 
favorite animal”

17
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Image 
Encoder

Text 
Encoder

“A cute fluffy cat”

“My favorite dog is 
a golden retriever”

“Monkeys are my 
favorite animal”

CLIP Training Objective

18
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Image 
Encoder

Text 
Encoder

“A cute fluffy cat”

“My favorite dog is 
a golden retriever”

“Monkeys are my 
favorite animal”

CLIP Training Objective

19

$$$?
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CLIP Training Data

20
https://en.wikipedia.org/wiki/Mount_Rainier

Image-Text pairs scraped 
from the internet

Initially, ~400M, but has 
since scaled to 5B+
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CLIP Training Objective

At the end of training, you 
have a model that will give 
you a similarity score 
between an image and a text.

21

You also have a very good 
image encoder, which you 
can use to get image 
representations!
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Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

Downstream tasks:
Image classification,
object detection,
semantic segmentation

Using pre-trained models

Pre-training tasks:
Contrastive Objective
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CLIP features with a linear probe across 27 datasets
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Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Instead of 
finetuning, use the 
model out of the box 
in a creative way!

“cake”

“The movie 
review ‘I hated 
the movie’ is 
____”

“negative”

“I love ___”

Using pre-trained models out of the box
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Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Instead of 
finetuning, use the 
model out of the box 
in a creative way!

Using pre-trained models out of the box

Out of the box classification
(No fine-tuning)

Pre-training tasks:
Contrastive Objective
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

26

word

Text 
Encoder

Image 
Encoder

Image vector text vector
matching score

0.27

Image 
Encoder

Text 
Encoder
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

27

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

plane

dog

bird

“Bird” vector
“Dog” vector

“Plane” vector
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

28

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

plane

dog

bird

“Bird” vector
“Dog” vector

“Plane” vector0.13
0.87

0.09
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

29

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

“Bird” vector
“Dog” vector

“Plane” vector0.13
0.93

0.09

+1.3% on 
ImageNet

A photo of a plane

A photo of a dog

A photo of a bird
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

30

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

A photo of a plane

A photo of a dog

A photo of a bird

A drawing of a plane

A drawing of a dog

A drawing of a bird

…
…
…

“Bird” vector 1
“Dog” vector 1

“Plane” vector 1

“Bird” vector 2
“Dog” vector 2

“Plane” vector 2
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

31

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

A photo of a plane

A photo of a dog

A photo of a bird

A drawing of a plane

A drawing of a dog

A drawing of a bird

…
…
…

Mean “Bird” vector
Mean “Dog” vector

Mean “Plane” vector0.13
0.97

0.09

+5% on 
ImageNet
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

32
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Imagenet Accuracy

Matches the accuracy of ResNet 101 (that has been 
trained on human-labeled data) with no human labels at all!

33
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”



Ranjay Krishna, Amita Kamath Lecture 17 - May 29, 2025

Imagenet Accuracy

34
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

35
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

36
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

37
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Accuracy on other datasets

38
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Key to high accuracy

How can no labels beat labels??

Scale!

39
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CLIP Parameters
(307 Million)

ImageNet ResNet Parameters
(44.5 Million)

Model Scale

40
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CLIP Training Data
(400 Million)ImageNet ResNet Training Data 

(1.28 Million)

Data Scale

41
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Advantages of CLIP-style models

1. Dot product is super efficient

42

2. Open-vocabulary (zero-shot generalization)

3. Can be chained with other models (LMs + CLIP)

a. Easy to train (enables scaling)
b. Fast inference, e.g., retrieval over 5B images
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Advantages of CLIP-style models

Chaining LMs + CLIP:

Improvements on a 
wide variety of 
classification tasks! 

43
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 there is a mug in some grass  there is some grass in a mug

April 2022, Tristan Thrush et al:

CLIP can’t distinguish between:

45

…
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Disadvantages of CLIP-style models

1. Rely too heavily on batch size to learn concepts

Increasing batch size helps you understand fine-grained concepts

Batch size: 4 “animal”

Batch size: 100 “dog”

Batch size: 32000 “Welsh Corgi”

46
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Disadvantages of CLIP-style models

1. Rely too heavily on batch size to learn concepts

Increasing batch size helps you understand fine-grained concepts

BUT, there’s a limit to how fine-grained you can get this way!

Even in a batch of 32K, it’s unlikely you see both “a mug in some 
grass” and “some grass in a mug” → so, you don’t learn to 
distinguish between them.

47
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Disadvantages of CLIP-style models

1. Rely too heavily on batch size to learn concepts

…Winoground

there is a mug in 
some grass

there is some 
grass in a mug

CREPE

“compositionality”

48

ARO
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Disadvantages of CLIP-style models

1. Rely too heavily on batch size to learn concepts

Solution? Hard Negative Fine-Tuning

horse eating grass grass eating horse

49

Improves performance 
on ARO, CREPE, etc.
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Disadvantages of CLIP-style models

1. Rely too heavily on batch size to learn concepts

“A black cat and a brown dog”

“hard positives”

50

But, Hard Negative Fine-Tuning has its own problems…

Solution? Hard Negative Fine-Tuning

“A brown cat and a black dog”

“A brown dog and a black cat”

✓

✗

✗

causes oversensitivity
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Disadvantages of CLIP-style models

2. Image-level captions are insufficient supervision

“living room” ✓

“house plants”

“couch”

51

1. Rely too heavily on batch size to learn concepts
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Disadvantages of CLIP-style models

2. Image-level captions are insufficient supervision

52

1. Rely too heavily on batch size to learn concepts

Also train on region captions
with bounding box coordinates
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Disadvantages of CLIP-style models

2. Image-level captions are insufficient supervision

53

1. Rely too heavily on batch size to learn concepts

3. You can’t have seen everything in your 5B dataset

It’s extremely important to be 
intentional about data collection 
and filtering
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Disadvantages of CLIP-style models

CoCa: Gets around (1) and ~(4) 
by having both a contrastive loss 
and a captioning loss

54

2. Image-level captions are insufficient supervision
1. Rely too heavily on batch size to learn concepts

3. You can’t have seen everything in your 5B dataset

4. Can only output a similarity score!
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Foundation Models

55

Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

LLaVA
Flamingo
GPT-4V
Gemini

And More!

Segment Anything
Whisper
Dalle
Stable Diffusion
Imagen

Chaining

Visual Programming
LMs + CLIP
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LLaVA

Motivation: CLIP is extremely general in its learned 
representation, but limited in its out-of-the box applications.

(can only output similarity scores between image and text)

… plus, the problems we discussed earlier (fine-grained visual 
understanding, grounding)
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LLaVA

Motivation: Language models which do next token prediction 
can be applied to a wide variety of tasks at inference (math, 
sentiment analysis, symbolic reasoning)

Can we build a model that can accept images and text as 
input, and then output text?

→ Vision-Language Models



Ranjay Krishna, Amita Kamath Lecture 17 - May 29, 202558

First, some historical context

Vision-Language Models didn’t start with LLaVA!

They go as far back as 2019 → ViLBERT
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Historical context

Vision-Language Models didn’t start with LLaVA!

They go as far back as 2019 → ViLBERT

BUT, they had to finetune for each task separately, 
with non-trivial task-specific methods (e.g., Mask-RCNN 
bounding box re-ranking for RefCOCO)

→ Same paradigm as we discussed right at the beginning of this lecture:
very task-specific
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~2020, auto-regressive language models became popular in 
NLP, so the vision community tried to take advantage of them

→ Format a wide variety of tasks as text output and treat them the
same, i.e., train and test on all of them

Now comes LLaVA, in 2023: one of the first Multimodal (generative) 
Foundation models.

60

Historical context

A lot of this was BERT-based (ViLBERT, VisualBERT…)
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LLaVA
Idea: You have your LLM, which has a lot of world knowledge and can 
do all sorts of tasks. Why don’t we just convert images to “language”?

1. Convert your image representation into the same space as a 
pre-trained LLM’s text representations

2. Stick them into the LLM 
3. Train further on vision-language tasks, like captioning, VQA, etc

That’s pretty much it!

61
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LLaVA: Architecture

Convert your image representation 
into the same space as a pre-trained 
LLM’s text representations

Train additionally on vision-language 
tasks, like captioning, VQA, etc

62
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Image encoder: CLIP ViT-L/14

Text encoder: LLaMA

Projection: Linear projection

LLaVA: Architecture

63
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LLaVA wasn’t the first to think of this type of architecture.

LLaVA

VL-T5 (Cho et al, 2021) GPV-2 (Kamath et al, 2022)

64

LLaVA’s main contribution is actually the data.

“First attempt to use language-only GPT-4 to generate multimodal

language-image instruction-following data.”
○ GPT-4 came out in March 2023
○ LLaVA came out in April 2023
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Phase 1: Pre-training for Feature Alignment

Phase 2: Fine-tuning End-to-End

LLaVA: Training

65
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Phase 1: Pre-training for Feature Alignment

Phase 2: Fine-tuning End-to-End

● You’re starting out with a pre-trained LLaMA text 

encoder, a pre-trained CLIP image encoder, and a 

randomly initialized projection layer between them → 

the projection needs to learn how to project CLIP’s 

image representations into LLaMA’s text 

representation space.

LLaVA: Training

CLIP

Projection

LLaMA

image

text

66
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Phase 1: Pre-training for Feature Alignment

Phase 2: Fine-tuning End-to-End

● 595K image-text pairs from Conceptual Captions

● “Converted to instruction-following data” → add a 

text input prompt like “describe the image” 

● CLIP and LLaMA are frozen, only the projection 

layer is trained

LLaVA: Training

CLIP

Projection

LLaMA

image

text

❄ 

❄ 

��

67
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Phase 1: Pre-training for Feature Alignment

Phase 2: Fine-tuning End-to-End

LLaVA: Training

CLIP

Projection

LLaMA

image

text

��

��

��

68

Finetune everything on a wide variety of 

vision-language data:

● “Multimodal Chatbot” (GPT4-generated data)
● Science QA
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Multimodal Chatbot (GPT4-generated) data

Rather than just training on 
academic benchmarks like 
ScienceQA, you want a wide 
variety of questions that people 
could actually ask about the 
image.

“Instruction tuning”

— Again, towards foundation 
models’ idea of generality

LLaVA: Training

69
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Prompt given to GPT4 to generate data:

LLaVA: Training

70
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LLaVA

71
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LLaVA

Flexible!

72
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LLaVA

73
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ScienceQA

LLaVA: Training

74

LLAVA input LLAVA output
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ScienceQA

LLaVA: Evaluation

75
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LLaVA: Evaluation

76

You have the first general-purpose vision-language model, 
now how do you evaluate it?

Remember, most evaluations at the time wouldn’t have 
shown off the general-purpose-ness very well. 
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LLaVA: Evaluation

LLaVA-Bench
(In-the-Wild)

77

Very small (24 images, 
60 questions)
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LLaVA: Evaluation

Flamingo: Can handle interleaved
text and images, which allows 
“in-context learning” (ICL)

LLaVA-Bench (In-the-Wild)

78



Ranjay Krishna, Amita Kamath Lecture 17 - May 29, 2025

A side note about evaluations

It’s important to think outside the box when creating evaluations 
— this helps drive research progress in interesting directions!

Since then, we have more general-purpose and useful 
benchmarks, capturing how users really use models
(e.g., “arenas”)

79
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Released 6 months after LLaVA

● CLIP ViT-L → CLIP-ViT-L-336px 

● Linear projection → 2-layer MLP projection

● Finetuned on more VQA datasets

→  State-of-the-art across 11 benchmarks!

LLaVA 1.5

80
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LLaVA: Summary

● Use a vision encoder + an LLM

● Synthetically generate training data

● Instruction tuning → chatbot

● Finetune on a wide variety of downstream tasks

→  broad applicability 

81
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Foundation Models

82

Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

LLaVA
Flamingo
GPT-4V
Gemini

And More!

Segment Anything
Whisper
Dalle
Stable Diffusion
Imagen

Chaining

Visual Programming
LMs + CLIP
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Segment Anything Model (SAM)
What does it mean to have a segmentation foundation model?

Images: He et al. Mask R-CNN. 2017

Masking model trained on 
dataset of specific number of 
objects (80 in COCO)

Model outputs masks of all 
objects in that image that is one 
of the categories of interest



Ranjay Krishna, Amita Kamath Lecture 17 - May 29, 202584

Segment Anything Model (SAM)
What does it mean to have a segmentation foundation model?

Images: Kirillov et al. Segment Anything. 2023.

Masking model trained on a 
dataset of a huge number of 
categories

Model outputs mask of any 
objects that the user cares 
about
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Segment Anything Model (SAM)
What does it mean to have a segmentation foundation model?

Images: Kirillov et al. Segment Anything. 2023.

Masking model trained on a 
dataset of a huge number of 
categories

Model outputs mask of any 
objects that the user cares 
about

How to get this?

How to know this?
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How to know what to mask?

“Cats”
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Basic SAM Architecture

Images: Kirillov et al. Segment Anything. 2023.
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SAM Architecture

Images: Kirillov et al. Segment Anything. 2023.
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Ambiguity in correct prompt 

Images: Kirillov et al. Segment Anything. 2023.
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Ambiguity in correct prompt 

Images: Kirillov et al. Segment Anything. 2023.
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SAM Architecture

Images: Kirillov et al. Segment Anything. 2023.
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SAM Architecture

Images: Kirillov et al. Segment Anything. 2023.

1. Loss only calculated with respect to best mask
2. Model also trained to output confidence score for each mask
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Segment Anything Model (SAM)
What does it mean to have a segmentation foundation model?

Images: Kirillov et al. Segment Anything. 2023.

Masking model trained on a 
dataset of a huge number of 
categories

Model outputs mask of any 
objects that the user cares 
about

How to get this?

How to know this?
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Segment Anything Model (SAM)

Image Source: https://segment-anything.com/
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Segment Anything Model (SAM)

Images: Kirillov et al. Segment Anything. 2023.
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Segment Anything Model (SAM)

Assisted-manual stage

Model

Model is used to help annotators more 
easily/quickly select object in images

Annotators are able to adjust these 
automated regions pixel by pixel 

Model Predictions

Training DataTraining Data
 4.3M masks from 120k images
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Segment Anything Model (SAM)

Semi-automatic stage

Model 

Model is used to pre-fill “easy” 
annotations

Humans then add missing object 
annotations

Model Predictions

Training Data
5.9M masks in 180k images
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Segment Anything Model (SAM)

Fully automatic stage

Model 

Model outputs all annotations on a large set of training data.

This is done by getting annotations for objects at every location 
of the image and then removing unconfident/duplicate 

annotations

Humans validate random subsamples of annotations

Model Predictions

Training Data
1.1B masks in 11M images
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SAM Results

Image Source: Kirillov et al. Segment Anything. 2023
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SAM Results

Image Source: Kirillov et al. Segment Anything. 2023
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Zero-Shot with SAM

Image Source: https://segment-anything.com/
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Zero-Shot with SAM

Image Source: https://segment-anything.com/
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Foundation Models

103

Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

LLaVA
Flamingo
GPT-4V
Gemini

And More!

Segment Anything
Whisper
Dalle
Stable Diffusion
Imagen

Chaining

Visual Programming
LMs + CLIP
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Chaining LMs + CLIP

Improvements on a 
wide variety of 
classification tasks! 

104
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VisProg (visual programming)

Are there 3 people in the boat?

Many Visual Question 
Answering models have 
been trained to do this 
type of task

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Train a new model for 
your task

Write a python script with the 
models you have

Multi-image 
VQA model

output

Class MyMultiImageVQA():

  Def ProcessIms():
    Ans1 = VQA(Image1)
    Ans2 = VQA(Image2)
    Return Ans1 + Ans2

General to 2 images now, but not beyond that
Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Class MyMultiImageVQA():

  Def ProcessIms():
    Ans1 = VQA(Image1)
    Ans2 = VQA(Image2)
    Return Ans1 + Ans2

GPT False

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”

“Tools”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”



Ranjay Krishna, Amita Kamath Lecture 17 - May 29, 2025

● What’s missing from the training data? How do you fill the gaps?

● What can scale solve? What can scale not solve?

● Are image-level captions really enough? 

● Is there a better way to encode images than a sequence of patches?

● (Mechanistic) interpretability for problems like hallucination

● Making models more efficient, e.g., via distillation

● What are our evaluations missing? Are we setting the wrong research targets?

● When do you use tools?

[your questions here!]

114

Cool open problems in Vision-Language
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Summary

Foundation 
Model

Large Scale 
Diverse 
Dataset

Task 1

Task 2

Task 3

Task 4
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Summary
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Summary

CLIP

Projection

LLaMA

image

text
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Summary



Ranjay Krishna, Amita Kamath Lecture 17 - May 29, 2025119

Summary
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Next time: Generative models

120


