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Lecture 16: 
Large Language Models
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Self-Supervised
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Supervised Learning

Train directly on labeled data (x,y) for downstream task 

Ex: ImageNet has (image, class) pairs

Gets extremely expensive

Upper-bound on how much of such data exists in the world



Ranjay Krishna, Tanush Yadav Lecture 16 - May 27, 20254

Self-Supervised Learning

Pre-train on a large, unlabeled dataset (often generic)

Post-train on a small, labeled dataset (tailored to your downstream task)

Intuition: pre-training helps model gain “common-sense” understanding
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Self-Supervised Learning: Pretext then Transfer

Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

Downstream tasks:
Image classification,
object detection,
semantic segmentation
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SimCLR: a really big pair-wise comparison

Source: Chen et al., 2020

https://arxiv.org/pdf/2002.05709.pdf
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SimCLR: the proving ground for self-supervised

Source: Chen et al., 2020

https://arxiv.org/pdf/2002.05709.pdf
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MoCo: efficient (ish) self-supervised learning

Source: He et al., 2020

no_grad

https://arxiv.org/abs/1911.05722
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MoCo
Generate a positive pair 
by sampling data 
augmentation functions

No gradient through 
the negative samples 

Use the running 
queue of keys as the 
negative samples

InfoNCE loss

Update f_k through 
momentum

Update the FIFO 
negative sample queue

Source: He et al., 2020

https://arxiv.org/abs/1911.05722
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DINO: get rid of the notion of negatives entirely

Source: Caron et al., 2021

x

x2x1

Local augmented 
crops

Global augmented 
views

https://arxiv.org/pdf/2104.14294
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DINO: get rid of the notion of negatives entirely

Source: Caron et al., 2021

Simplifies loss – no need for InfoNCE bc 
we’re comparing probability distributions

Allows use of Cross-Entropy loss!

https://arxiv.org/pdf/2104.14294
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DINO: get rid of the notion of negatives entirely

Source: Caron et al., 2021

Efficient! Scalable! Hoorah

https://arxiv.org/pdf/2104.14294
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Aforementioned methods do instance-level C.L.
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What about sequence-level C.L.?

Instead of right and wrong instances (e.g., images)

What if we had right and wrong sequences (e.g., words in a sentence)
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Instance vs. Sequence Contrastive Learning

Instance-level contrastive learning: 
contrastive learning based on 
positive & negative instances.

Examples: SimCLR, MoCo

Sequence-level contrastive learning: 
contrastive learning based on 
sequential / temporal orders.

Example: Contrastive Predictive Coding (CPC)

Source: van den Oord et al., 2018

15

https://arxiv.org/abs/1807.03748
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Contrastive Predictive Coding (CPC)

Source: van den Oord et al., 2018, Figure source

Contrastive: contrast between 
“right” and “wrong” sequences 
using contrastive learning.

Predictive: the model has to 
predict future patterns given the 
current context.

Coding: the model learns useful 
feature vectors, or “code”, for 
downstream tasks, similar to other 
self-supervised methods.context

positive

negative

16

https://arxiv.org/abs/1807.03748
https://github.com/davidtellez/contrastive-predictive-coding
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Contrastive Predictive Coding (CPC)

Source: van den Oord et al., 2018, Figure source

context

positive

negative

1. Encode all samples in a sequence 
into vectors zt = genc(xt ) 

17

https://arxiv.org/abs/1807.03748
https://github.com/davidtellez/contrastive-predictive-coding
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Contrastive Predictive Coding (CPC)

Source: van den Oord et al., 2018, Figure source

context

positive

negative

1. Encode all samples in a sequence 
into vectors zt = genc(xt ) 

2. Summarize context (e.g., half of a 
sequence) into a context code ct using 
an auto-regressive model (gar). The 
original paper uses GRU-RNN here.

18

https://arxiv.org/abs/1807.03748
https://github.com/davidtellez/contrastive-predictive-coding
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Contrastive Predictive Coding (CPC)

Source: van den Oord et al., 2018, Figure source

context

positive

negative

1. Encode all samples in a sequence 
into vectors zt = genc(xt ) 

2. Summarize context (e.g., half of a 
sequence) into a context code ct using 
an auto-regressive model (gar)

3. Compute similarity score between 
the context ct and future code zt+k 
using the following time-dependent 
score function:

where Wk is a trainable matrix.

19

https://arxiv.org/abs/1807.03748
https://github.com/davidtellez/contrastive-predictive-coding
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Contrastive Predictive Coding (CPC)

Source: van den Oord et al., 2018, Figure source

context

positive

negative

1. Encode all samples in a sequence 
into vectors zt = genc(xt ) 

2. Summarize context (e.g., half of a 
sequence) into a context code ct using 
an auto-regressive model (gar)

3. Predict zt+k  using c and trainable 
weights. Loss is similarity to true zt+k  
value over similarity to constrastng 
option 

20

https://arxiv.org/abs/1807.03748
https://github.com/davidtellez/contrastive-predictive-coding


Ranjay Krishna, Tanush Yadav Lecture 16 - May 27, 2025

CPC example: modeling audio sequences

Source: van den Oord et al., 2018, 

21

https://arxiv.org/abs/1807.03748
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CPC example: modeling audio sequences

Linear classification on trained 
representations (LibriSpeech dataset)

Source: van den Oord et al., 2018, 

22

https://arxiv.org/abs/1807.03748
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CPC example: modeling visual context

Source: van den Oord et al., 2018, 

Idea: split image into patches, model rows of patches from top to bottom 
as a sequence. I.e., use top rows as context to predict bottom rows.

23

https://arxiv.org/abs/1807.03748
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CPC example: modeling visual context

Source: van den Oord et al., 2018, 

● Compares favorably with other pretext 
task-based self-supervised learning method.

● Doesn’t do as well compared to newer 
instance-based contrastive learning 
methods on image feature learning.

24

https://arxiv.org/abs/1807.03748
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Summary: Contrastive Representation Learning
A general formulation for contrastive learning:

InfoNCE loss: N-way classification among positive and negative samples

Commonly known as the InfoNCE loss (van den Oord et al., 2018)
A lower bound on the mutual information between f(x) and f(x+)

25

https://arxiv.org/abs/1807.03748
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Summary: Contrastive Representation Learning
SimCLR: a simple framework for contrastive 
representation learning
● Key ideas: non-linear projection head to 

allow flexible representation learning
● Simple to implement, effective in learning 

visual representation
● Requires large training batch size to be 

effective; large memory footprint

26
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Summary: Contrastive Representation Learning
MoCo (v1, v2): contrastive learning using 
momentum sample encoder
● Decouples negative sample size from 

minibatch size; allows large batch training 
without TPU

● MoCo-v2 combines the key ideas from 
SimCLR, i.e., nonlinear projection head, 
strong data augmentation, with momentum 
contrastive learning 

27
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Summary: Contrastive Representation Learning
CPC: sequence-level contrastive learning
● Contrast “right” sequence with “wrong” 

sequence.
● InfoNCE loss with a time-dependent score 

function.
● Can be applied to a variety of learning 

problems, but not as effective in learning 
image representations compared to 
instance-level methods.

28
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Other examples: will be covered in next lecture

CLIP (Contrastive Language–Image Pre-training) Radford et al., 2021

Contrastive learning between image and natural language sentences

29
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Other examples

Dense Object Net, Florence et al., 2018

Contrastive learning on pixel-wise feature descriptors

30
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Other examples

Dense Object Net, Florence et al., 2018

31
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Other examples

Dense Object Net, Florence et al., 2018

32

http://www.youtube.com/watch?v=L5UW1VapKNE
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LLMs

33
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Identify different textures
Identify different colors
Identify which pixels are parts of an object
Understand parts of objects which make up the whole
Understand the context of the object/animal in the image
Understand lighting conditions
Understand objects close up/far away
Have common-sense reasoning skills
Learn which features are associated with which dog

Skills needed to 
classify dogs

Recap: Self-Supervised
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Identify different textures
Identify different colors
Identify which pixels are parts of an object
Understand parts of objects which make up the whole
Understand the context of the object/animal in the image
Understand lighting conditions
Understand objects close up/far away
Have common-sense reasoning skills
Learn which features are associated with which dog

General visual 
modelling skills
(Can be learned with 
Self Supervised)

Specific (Supervised)

Recap: Self-Supervised
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Knowledge of words/letters
Knowledge of grammar
Meanings of words
Understanding context of words
Keeping track of entities over time
Understanding expressions/idioms
Understanding tone
Learning which features are associated with each genre

Skills needed to 
classify book 
genres

Self-Supervised for Language
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Knowledge of words/letters
Knowledge of grammar
Meanings of words
Understanding context of words
Keeping track of entities over time
Understanding expressions/idioms
Understanding tone
Learning which features are associated with each genre

Self-Supervised for Language

General language 
modelling skills
(Can be learned with 
Self Supervised)

Specific (Supervised)



Ranjay Krishna, Tanush Yadav Lecture 16 - May 27, 202538

Knowledge of words/letters
Knowledge of grammar
Meanings of words
Understanding context of words
Keeping track of entities over time
Understanding expressions/idioms
Understanding tone
Learning which features are associated with each genre

Self-Supervised for Language

General language 
modelling skills
(Can be learned with 
Self Supervised)

Specific (Supervised)

Want: model with general understanding of language (Language model!)
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LLMs
Building LLMs: Pre-training objectives + architectures

- Encoder only
- Decoder only
- Encoder Decoder

GPT

Gradient-Free Performance Improvement
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LLMs
Building LLMs: Pre-training objectives + architectures

- Encoder only
- Decoder only
- Encoder Decoder

GPT

Gradient-Free Performance Improvement



Ranjay Krishna, Tanush Yadav Lecture 16 - May 27, 202541

Last time
Pre-training tasks

rotation in-painting colorization

1. Solving the pretext tasks allow the model to learn good features.
2. We can automatically generate labels for the pretext tasks.

Source: Google AI blog postGidaris et al. 2018) Pathak et al., 2016z

https://ai.googleblog.com/2018/06/self-supervised-tracking-via-video.html
https://arxiv.org/abs/1803.07728
https://arxiv.org/pdf/1604.07379.pdf
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Last time
Pre-training tasks

rotation in-painting

colorization

Source: Google AI blog post

Gidaris et al. 2018) Pathak et al., 2016z

Common recipe in vision:

1. Take original data

2. Remove/obscure information

3. Ask model to get back to the 
original instance

https://ai.googleblog.com/2018/06/self-supervised-tracking-via-video.html
https://arxiv.org/abs/1803.07728
https://arxiv.org/pdf/1604.07379.pdf
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Last time
Pre-training tasks

rotation in-painting

What to use as pre-training task for language?

colorization
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It’s cold today! Don’t forget to wear a _____________. 

The _____________ is a popular tourist attraction in Seattle.

I missed ___ bus. 

I had 3 pencils and lost one so now I have ______ pencils. 

Encoder only LLMs

44
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It’s cold today! Don’t forget to wear a jacket / coat / sweater. 

The Space Needle is a popular tourist attraction in Seattle.

I missed the bus. 

I had 3 pencils and lost one so now I have 2 / two pencils. 

Encoder only LLMs

45
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It’s cold today! Don’t forget to wear a jacket / coat / sweater. 

The Space Needle is a popular tourist attraction in Seattle.

I missed the bus. 

I had 3 pencils and lost one so now I have 2 / two pencils. 

Encoder only LLMs

46

Common Sense

Factual knowledge

Grammar

Math/ Reasoning
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LLMs
Encoder Only: 

Decoder Only: 

Encoder-Decoder: 

I love cake

I love 

I love cake me gusta 

47
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LLMs

I love cake

I love 

I love cake me gusta 

48

Encoder Only: 

Decoder Only: 

Encoder-Decoder: 
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ELMo (Embeddings from Language Models)

RNN

This      wall       needs    another of       paint

wall    needs    another    coat coat        of

Predict words based on 
previous words

Predict words based on 
following words

49

Pre-training task
This wall needs another coat of paint

Peters et al. Deep contextualized word representations. 2018.
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RNN

This      wall       needs    another
of       paintcoat coat

“coat” 
representation

50

ELMo (Embeddings from Language Models)
Application to downstream tasks
This wall needs another coat of paint

Peters et al. Deep contextualized word representations. 2018.
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“coat” 
representation

51

Task Specific Model

ELMo (Embeddings from Language Models)
Application to downstream tasks
This wall needs another coat of paint

Output

Fine-tune

Peters et al. Deep contextualized word representations. 2018.
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Vision: Pre-train and then fine-tune

Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

Downstream tasks:
Image classification,
object detection,
semantic segmentation
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Language: Pre-train and then fine-tune

Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

Downstream tasks:
Sentiment 
classification, NLI, 
…

This      wall       needs    another of       paint

wall    needs    another    coat coat       of

“coat” 
represen

tation

Task Specific 
Model Output

Fine-tune
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It’s cold today! Don’t forget to wear a coat. 

This wall needs another coat of paint

  0.286 
  0.792 
−0.177 
−0.107 
  0.109 
−0.542 
  0.349 
  0.271

coat =

Encoder only LLMs

54

Glove embeddings use the same vector for every instance of a 
word, no matter the context! 
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ELMo Results

55
Source: Peters et al. Deep contextualized word representations. 2018.

https://arxiv.org/abs/1802.05365
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ELMo

56

Used RNNs… what about transformers?

Let’s combine:

(1) ELMo approach of gathering general knowledge about world

(2) Powerful multi-purpose architecture that is the transformer
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Recall: Transformer encoder block

x2x1x0 x3

Multi-head self-attention

+

Layer norm

Layer norm

MLP

+

y1 y2y0 y3

z0,2z0,1z0,0 z2,2...

c0,2c0,1c0,0 c2,2...

Tr
an

sf
or

m
er

 e
nc

od
er

... x N

Transformer Encoder Block:

Inputs: Set of vectors x
Outputs: Set of vectors y

Self-attention is the only
interaction between vectors.

Layer norm and MLP operate
independently per vector.

Highly scalable, highly
parallelizable, but high memory 
usage.

Vaswani et al, “Attention is all you need”, NeurIPS 2017

Positional encoding
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Encoder Only: Bert (Bidirectional Encoder Representations from Transformers)
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Input: Text sequence
Output: Feature Vector

Outputs:
context vectors: y (shape: Dv)

Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.
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Encoder Only: Bert

mul(→) + add (↑)
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Input: Text sequence
Output: Feature Vector

Outputs:
context vectors: y (shape: Dv)

Cake

Love

I

Outputs:
context vectors: y (shape: Dv)

Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.
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ELMo (Embeddings from Language Models)

RNN

This      wall       needs    another of       paint

wall    needs    another    coat coat        of

60
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Encoder Only: Bert

61

Input: Text sequence
Output: Feature Vector
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CakeLove

What information do 
the y vectors contain?

Outputs:
context vectors: y (shape: Dv)

[end]

Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.
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Encoder Only: Bert

62

Input: Text sequence
Output: Feature Vector

mul(→) + add (↑)

A
lig

nm
en

t

q0

A
tte

nt
io

n

softmax (↑)

y1

Cake

Love

I

e2,0

e1,0

e0,0

a2,0

a1,0

a0,0

e2,1

e1,1

e0,1

e2,2

e1,2

e0,2

a2,1

a1,1

a0,1

a2,2

a1,2

a0,2

q1 q2

y2y0

k2

k1

k0

v2

v1

v0What information do 
the y vectors contain?

Just copying input

Outputs:
context vectors: y (shape: Dv)

CakeLove [end]

Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.
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Encoder Only: Bert

63

Input: Text sequence
Output: Feature Vector
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I Love Cake

Randomly select 15% of 
tokens. 

80% - [MASK]
10% - random token
10% - keep same

[MASK]

Outputs:
context vectors: y (shape: Dv)

Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.
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Encoder Only: Bert

64

Input: Text sequence
Output: Feature Vector

CakeI [MASK]

CakeI love

Transformer

Randomly select 15% of tokens. 
80% - [MASK]
10% - random token
10% - keep same

1 Masked Language Model

Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.
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Encoder Only: Bert

65

Input: Text sequence
Output: Feature Vector

Cake [SEP]I [MASK][CLS] goodIt’s so [SEP]

Cake [SEP]I love1 goodIt’s so [SEP]

Transformer

Randomly select 15% of tokens. 
80% - [MASK]
10% - random token
10% - keep same

Does sentence 2 follow sentence 1?

1 Masked Language Model
2. Next Sentence Prediction

Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.
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Encoder Only: Bert

66

Input: Text sequence
Output: Feature Vector

Cake [SEP]I [MASK][CLS] goodIt’s so [SEP]

Cake [SEP]I love1 goodIt’s so [SEP]

Transformer

Randomly select 15% of tokens. 
80% - [MASK]
10% - random token
10% - keep same

Does sentence 2 follow sentence 1?

1 Masked Language Model
2. Next Sentence Prediction

Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.
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Encoder Only: Bert

67

Application to downstream tasks

Image Source: Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.

https://arxiv.org/abs/1810.04805
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Encoder Only: Bert

68

Application to downstream tasks

Image Source: Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.

https://arxiv.org/abs/1810.04805
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ELMO: Two step process

Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

Downstream tasks:
Sentiment 
classification, NLI, 
…

This      wall       needs    another of       paint

wall    needs    another    coat coat       of

“coat” 
represen

tation

Task Specific 
Model Output

Fine-tune
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BERT: Two step process

Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

Downstream tasks:
Sentiment 
classification, NLI, 
…

Image Source: Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.

https://arxiv.org/abs/1810.04805
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BERT Results

71
Image Source: Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018.

https://arxiv.org/abs/1810.04805
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Decoder Only: 

Encoder-Decoder: 

LLMs

I love cake

I love 

I love cake me gusta 
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ELMO: Bi-directional next word prediction, 
BERT: Masked language objective, Next Sentence Prediction 
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Encoder Only: 

Decoder Only: 

Encoder-Decoder: 

LLMs

I love cake

I love 

I love cake me gusta 
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ELMO: Bi-directional next word prediction, 
BERT: Masked language objective, Next Sentence Prediction 
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Decoder Only: GPT
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Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Input: Text sequence
Output: Completed text sequence
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Decoder Only: GPT

Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Input: Text sequence
Output: Completed text sequence
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Cons: Need to process
entire sentence in order to get 
loss from one word - not very 
much signal for the amount of 
processing
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Decoder Only: GPT

Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Input: Text sequence
Output: Completed text sequence
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Cons: Need to process
entire sentence in order to get 
loss from one word - not very 
much signal for the amount of 
processing

Solution: predict each word 
given previous words so far
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Decoder Only: GPT

Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Input: Text sequence
Output: Completed text sequence
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Cons: Need to process 
entire sentence in order to get 
loss from one word - not very 
much signal for the amount of 
processing

Solution: predict each word 
given previous words so far
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Decoder Only: GPT

Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Input: Text sequence
Output: Completed text sequence
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What’s wrong with this?
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Decoder Only: GPT

Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Input: Text sequence
Output: Completed text sequence
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What’s wrong with this?

It can see the answer!

I

[Start]

Love
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Decoder Only: GPT

Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Input: Text sequence
Output: Completed text sequence
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I Love Cake

What’s wrong with this?

It can see the answer!

Solution: zero out values from 
future words

I

[Start]

Love
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Decoder Only: GPT

Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Input: Text sequence
Output: Completed text sequence

mul(→) + add (↑)

A
lig

nm
en

t

q0

A
tte

nt
io

n

softmax (↑)

y1

Cake

Love

I

e2,0

e1,0

e0,0

a2,0

a1,0

a0,0

e2,1

e1,1

e0,1

e2,2

e1,2

e0,2

a2,1

a1,1

a0,1

a2,2

a1,2

a0,2

q1 q2

y2y0

k2

k1

k0

v2

v1

v0

I Love Cake

What’s wrong with this?

It can see the answer!

Solution: zero out values from 
future words
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Decoder Only: GPT
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Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Input: Text sequence
Output: Completed text sequence
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Decoder Only: GPT

To pre-train: predict next 
words from previous 
words for large text 
corpus 
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Brown et al. Language Models are 
Few-Shot Learners. 2020.
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Encoder Only: 

Decoder Only: 

Encoder-Decoder: 

LLMs

I love cake

I love 

I love cake me gusta 
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ELMO: Bi-directional next word prediction, 
BERT: Masked language objective, Next Sentence Prediction 

GPT: next token prediction (autoregressive)
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Encoder Only: 

Decoder Only: 

Encoder-Decoder: 
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I love cake me gusta 

85

ELMO: Bi-directional next word prediction, 
BERT: Masked language objective, Next Sentence Prediction 

GPT: next token prediction (autoregressive)
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Encoder-Decoder: Generate text based on previously generated 
text and the meaning of a separate sequence 
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Encoder-Decoder: Generate text based on previously generated 
text and the meaning of a separate sequence 
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Encoder-Decoder: Generate text based on previously generated 
text and the meaning of a separate sequence 
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Encoder-Decoder: Generate text based on previously generated 
text and the meaning of a separate sequence 
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Encoder-Decoder: Generate text based on previously generated 
text and the meaning of a separate sequence 
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Encoder-Decoder: Generate text based on previously generated 
text and the meaning of a separate sequence 

Raffel et al., 2019

https://arxiv.org/pdf/1910.10683
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Encoder-Decoder: Generate text based on previously generated 
text and the meaning of a separate sequence 

Image Source: Raffel et al. Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer. 2019
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Encoder-Decoder: Generate text based on previously generated 
text and the meaning of a separate sequence 

Image Source: Raffel et al. Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer. 2019
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LLMs

I love cake

I love 

I love cake me gusta 

94

T5: Masked language objective

ELMO: Bi-directional next word prediction, 
BERT: Masked language objective, Next Sentence Prediction 

GPT: text token prediction 

Encoder Only: 

Decoder Only: 

Encoder-Decoder: 
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LLMs
Building LLMs: Pre-training objectives + architectures

- Encoder only
- Decoder only
- Encoder Decoder

GPT

Gradient-Free Performance Improvement
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Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

Downstream tasks:
Image classification,
object detection,
semantic segmentation

Using pre-trained models out of the box
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Using pre-trained models out of the box

Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

Downstream tasks:
Image classification,
object detection,
semantic segmentation

reference frame

Source: Vondrick et al., 2018

https://arxiv.org/abs/1806.09594
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Using pre-trained models out of the box

Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Use the 
model out of the box 
in a creative way!

reference frame

Source: Vondrick et al., 2018

Source: Google AI blog post

https://arxiv.org/abs/1806.09594
https://ai.googleblog.com/2018/06/self-supervised-tracking-via-video.html
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Input: Text sequence
Output: Completed text sequence
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Decoder Only: GPT

To pre-train: predict next 
words from previous 
words for large text 
corpus 

e2,0

e1,0
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Decoder Only: Inference

100
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mul(→) + add (↑)

q0

softmax (↑)
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I Love

I

[Start]
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Decoder Only: Inference
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mul(→) + add (↑)

q0

softmax (↑)

y1
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Decoder Only: Inference
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Using pre-trained models out of the box

Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

“cake”

“I hated the 
movie” 0

“I love ___”
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Using pre-trained models out of the box

Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Use the 
model out of the box 
in a creative way!

“cake”

“The movie 
review ‘I hated 
the movie’ is 
____”

“negative”

“I love ___”
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mul(→) + add (↑)
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Fromage

French

The

for

word

is

cheese

Zero-shot
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Image Source: Language Models are Few-Shot Learners, Brown et al

106

Fine-tuning is effective (but annoying)

https://arxiv.org/abs/2005.14165
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GPT-3 Results

Image Source: Language Models are Few-Shot Learners, Brown et al

https://arxiv.org/abs/2005.14165


Ranjay Krishna, Tanush Yadav Lecture 16 - May 27, 2025108

mul(→) + add (↑)
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FromageIn-Context Learning

context

Image Source: Language Models are Few-Shot Learners, Brown et al

https://arxiv.org/abs/2005.14165
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In-Context Learning

Image Source: Language Models are Few-Shot Learners, Brown et al

No training. No gradients.

https://arxiv.org/abs/2005.14165
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Effect of In-Context Learning

110

Image Source: Language Models are Few-Shot Learners, Brown et al

https://arxiv.org/abs/2005.14165
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Effect of In-Context Learning

111

Image Source: Language Models are Few-Shot Learners, Brown et al

Prompt 
becomes 
unnecessary

https://arxiv.org/abs/2005.14165
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Effect of In-Context Learning

Example Question: 

audacious is to boldness as 
(a) sanctimonious is to hypocrisy, 
(b) anonymous is to identity, 
(c) remorseful is to misdeed, 
(d) deleterious is to result, 
(e) impressionable is to temptation

112

Image Source: Language Models are Few-Shot Learners, Brown et al

https://arxiv.org/abs/2005.14165
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GPT Results

Image Source: Language Models are Few-Shot Learners, Brown et al

https://arxiv.org/abs/2005.14165
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GPT Results

Image Source: Language Models are Few-Shot Learners, Brown et al

https://arxiv.org/abs/2005.14165
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GPT Results

Image Source: Language Models are Few-Shot Learners, Brown et al

https://arxiv.org/abs/2005.14165
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GPT Results

All GPT was trained to do was predict the next token, how is 
it so good???
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Scale!
(in params)

117

BERT (Large)
340 million params

GPT - 3
175 billion params
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Scale!
(In data)

118

BERT
3.3 Billion tokens1

- All of english wikipedia
- 11,000 Books

GPT - 3
~300 billion tokens

- Common Crawl (Much 
of the internet)

1https://aclanthology.org/W19-4828.pdf
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Image source: Kaplan et al. Scaling Laws for Neural Language Models. 2020.

https://arxiv.org/pdf/2001.08361.pdf
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The Bitter Lesson

Rich Sutton

March 13, 2019

The biggest lesson that can be read from 70 years of AI research is that general methods that leverage 
computation are ultimately the most effective, and by a large margin. The ultimate reason for this is Moore's law, 
or rather its generalization of continued exponentially falling cost per unit of computation. Most AI research has 
been conducted as if the computation available to the agent were constant (in which case leveraging human 
knowledge would be one of the only ways to improve performance) but, over a slightly longer time than a typical 
research project, massively more computation inevitably becomes available. Seeking an improvement that 
makes a difference in the shorter term, researchers seek to leverage their human knowledge of the domain, but 
the only thing that matters in the long run is the leveraging of computation. These two need not run counter to 
each other, but in practice they tend to. Time spent on one is time not spent on the other. There are 
psychological commitments to investment in one approach or the other. And the human-knowledge approach 
tends to complicate methods in ways that make them less suited to taking advantage of general methods 
leveraging computation.  There were many examples of AI researchers' belated learning of this bitter lesson, and 
it is instructive to review some of the most prominent.

http://www.incompleteideas.net/IncIdeas/BitterLesson.html
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LLMs
Building LLMs: Pre-training objectives + architectures

- Encoder only
- Decoder only
- Encoder Decoder

GPT

Gradient-Free Performance Improvement
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Improving accuracy without fine-tuning

In-context learning is better than zero-shot with no additional training

Can we do better than in context learning with no additional training?
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Chain of thought prompting

123

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903


Ranjay Krishna, Tanush Yadav Lecture 16 - May 27, 2025

Chain of thought prompting

124

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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Chain of thought prompting

125

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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Chain of thought for Math Problems

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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Chain of thought for Math Problems

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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Chain of thought for Symbolic Reasoning

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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Chain of thought for Symbolic Reasoning

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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Chain of thought for Physical Reasoning

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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Chain of thought for Physical Reasoning

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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Chain of thought results

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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In-context CoT traces need not be accurate (!)

Min et al., 2022

https://arxiv.org/pdf/2202.12837
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Explicit CoT is usually not required today

Min et al., 2022

Models are fine-tuned on CoT traces, so they often do CoT on their own

However, few-shot examples are still useful
b/c CoT elicits a behavior, while few-shot provides useful information

https://arxiv.org/pdf/2202.12837
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Image Source: Chowdhery et al. Large Language Models are Zero-Shot Reasoners. 2022.

Think step by step

https://arxiv.org/pdf/2205.11916.pdf
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Think step by step

Image Source: Chowdhery et al. Large Language Models are Zero-Shot Reasoners. 2022.

https://arxiv.org/pdf/2205.11916.pdf
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Self Consistency

Image Source: Xie et al. Self-Consistency Improves Chain of Thought Reasoning in Language Models. 2022.

https://arxiv.org/abs/2203.11171
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Self Consistency

Image Source: Xie et al. Self-Consistency Improves Chain of Thought Reasoning in Language Models. 2022.

https://arxiv.org/abs/2203.11171
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Summary Slide

Encoder Only: Capture the meaning of an entire sequence

Decoder Only: Generate text based on previously generated text

Encoder-Decoder: Generate text based on previously generated text and the 
meaning of a separate sequence 

I love cake

I love 

I love cake me gusta 

T5: Masked language objective

ELMO: Bi-directional next word prediction, 
BERT: Masked language objective, Next Sentence Prediction 

GPT: next token prediction (autoregressive)



Ranjay Krishna, Tanush Yadav Lecture 16 - May 27, 2025140

Summary 

Image Source: Language Models are Few-Shot Learners, Brown et al

https://arxiv.org/abs/2005.14165
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Summary 

Image source: Kaplan et al. Scaling Laws for Neural Language Models. 2020.

https://arxiv.org/pdf/2001.08361.pdf


Ranjay Krishna, Tanush Yadav Lecture 16 - May 27, 2025

z

142

Summary 

Inference Only Performance Improvement
- Chain-of-thought
- Think step by step
- Self consistency

Image Source: Wei et al. Chain of Thought Prompting Elicits Reasoning in Large Language Models. 2022.

https://arxiv.org/abs/2201.11903
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https://twitter.com/alirahimi0


