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1

True / False (5 points) - Recommended 5 Minutes

Fill in the circle next to True or False, or fill in neither. Fill it in completely like this: @.
No explanations are required.

Scoring: Correct answer is worth 2 points. To discourage guessing, incorrect answers are worth -1 points.
Leaving a question blank will give 0 points.

1.1

1.2

1.3

1.4

1.5

Skip-gram algorithm makes use of global co-occurrence statistics.
O True

O False

SOLUTION:
False, skip-gram learns word embeddings by predicting the context words given a target word within a
local context window.

Word embeddings generated by Skip-gram model are sparse representations of words in a high-dimensional

space.
O True

(O False

SOLUTION:
False. Word embeddings generated by Skip-gram model are not sparse; they are dense representations
in a lower-dimensional space.

RNNs with attention mechanisms enable the model to focus on specific parts of the input sequence while
making predictions, improving its ability to capture long-range dependencies.

O True
(O False

SOLUTION:
True. RNNs with attention mechanisms dynamically allocate attention to different parts of the input
sequence, allowing the model to focus on relevant information during computation.

Transformers are inherently more memory-efficient than RNNs when processing long sequences due to
their ability to capture long-range dependencies in parallel.
O True

(O False

SOLUTION:

False. While transformers use parallel computation (attention scores for all inputs can be done in
parallel), they still require a lot of memory to store attention matrices, making them less memory-
efficient for very long sequences compared to RNNs.

Transformers are primarily used for sequence-to-sequence tasks and are not a good choice for tasks
involving non-sequential data.
O True

O False



SOLUTION:
False. While transformers excel in sequence-to-sequence tasks, they are also suitable for a wide range of
tasks, including image classification, image captioning, speech recognition, etc.



2 Multiple Choices (8 points) - Recommended 6 Minutes

Fill in

the circle next to the letter(s) of your choice (like this: @). No explanations are

required. Choose ALL options that apply.

Each question is worth 4 points and the answer may contain one or more options. Selecting all of the correct
options and none of the incorrect options will get full credits. For questions with multiple correct options,
each incorrect or missing selection gets a 2-point deduction (up to 4 points).

2.1 Select all statements that are true about recurrent neural networks.

(O A: Training recurrent neural networks can be affected by the exploding gradient problem.
(O B: Gradient clipping might help if your RNN is troubled by vanishing gradients.
(O C: Unlike standard feedforward networks, recurrent neural networks can learn from sequences of vari-
able length.
(O D: Unlike traditional RNNs, LSTMs do not suffer from the exploding gradient problem.
(O E: None of the above.
SOLUTION:

A and C. (B) gradient clipping helps with exploding gradients not vanishing ones, (D YWhile LSTMs
are designed to mitigate the vanishing gradient problem, they can still experience the exploding gradient
problem.

2.2 Which of the following statements are true about batch normalization?

O A:
O B:
O ¢

O D:
O E:

Batch Normalization is helpful in regularizing neural networks and reducing overfitting.
BatchNorm parameters are recalculated based on batch statistics during inference.

BatchNorm helps mitigate the vanishing gradient problem during training by maintaining more
stable activations throughout the network.

Batch normalization mitigates the effects of poor weight initialization and allows the network to
initialize our weights to smaller values close to zero.

BatchNorm requires the computation of mean and standard deviation across the entire dataset
before training can begin.

SOLUTION:

A, C, D. (B) BatchNorm parameters learned during the training phase are utilized to normalize activa-
tions during inference. (E) BatchNorm computes the mean and standard deviation separately for each
mini-batch during training, not across the entire dataset.



3 Short Answers (9 points) - Recommended 9 Minutes

Please make sure to write your answer only in the provided space.

Consider the task of sentiment classification in movie reviews using two distinct neural network architec-
tures depicted in Figure 1. “Architecture 1” relies on LSTM, while “Architecture 2” leverages self-attention
mechanism (without using positional encoding or masking). Both models are trained to classify movie
reviews as either positive (1) or negative (0). Both models have similar embedding layers, resulting in
identical word representations. These representations undergo further processing, with the resulting tokens
passed through sigmoid layers to predict the likelihood of a review being “positive”. Subsequently, these
probabilities are rounded to binary decisions (0 or 1) to make one prediction after each new word of the
sentence. The final sentiment classification is determined by aggregating all predictions through majority
voting. For instance, the LSTM-based model has 5 predictions consisting of four “0”s and one “1”. Therefore
the final label is negative (0).
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Figure 1: The 2 architectures used for sentiment classification.

Given this setup, consider the following scenarios:

1. The LSTM-based architecture labels the review “This movie is so good” as negative due to the output
(00001) containing four “0”s and one “1” as shown in Figure 1 (left). Predict how this model will
classify the review “This mowvie is so bad”, justifying your answer with appropriate reasoning.

(a) Positive (1)
(b) Negative (0)

(¢) Insufficient information



SOLUTION:

(B) Negative. The two reviews have the first four tokens in common “This movie is so”. As the
LSTM outputs only depend on previous tokens, it will output “0”s again for this review. Therefore,
the majority vote will be “0” (negative).

. Architecture 2, based on self-attention, also categorizes the same review, “This movie is so good” as
negative because the output (01001) consists of three “0”s and two “1”s as shown in Figure 1 (right).
Predict the sentiment classification for the review “This movie is so bad” using this model, justifying
your answer with appropriate reasoning.

(a) Positive (1)
(b) Negative (0)

(¢) Insufficient information

SOLUTION:

(C) Insufficient information. In the attention layer (without masking), each token attends over all
other tokens. Therefore, the outputs depend not just on the previous tokens but also the next ones.
Since the last token changed from “good” to “bad”, the output for all previous tokens ( “This movie is
s0”) might change as well. Therefore, it’s not possible to predict the final output.

. The self-attention architecture classifies the following reviews as both positive: “The movie was not
good; it was bad.” and “The movie was not bad; it was good.” Analyze the underlying reason for this
mis-classification and propose a potential solution.

SOLUTION:

Attention is permutation-invariant, and the architecture does not include positional embeddings. Since
the reviews have the same tokens and only the permutation has changed, both of the models output
the exact same scores, and therefore they are both classified similarly. Adding positional encodings
will fix this issue.



