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Lecture 16: 
Multi-Modal Foundation 
Models
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Administrative

- Milestone due Thursday
- Quiz 4 Friday
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Foundation Models
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Old: train specialized models for each task

Model 1Data 
Domain 1

Model 2Data 
Domain 2

Model 3Data 
Domain 3

Model 4Data 
Domain 4

Task 1

Task 2

Task 3

Task 4
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Foundation Models

4

New: pre-train one model that acts as the foundation for 
many different tasks

Foundation 
Model

Large Scale 
Diverse 
Dataset

Task 1

Task 2

Task 3

Task 4

Pre-training Fine-tuning / zero-shot / few-shot
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Foundation Models
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GPTCommon 
Crawl +

Math 
Problems

Trivia

Symbolic
Reasoning

Translation

Pre-training Fine-tuning / zero-shot / few-shot

Language
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Foundation Models
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Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

Flamingo
GPT-4V
Gemini

And More!

Segment Anything
Whisper
Dalle
Stable Diffusion
Imagen

Chaining

LMs + CLIP
Visual Programming
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Foundation Models
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Always see with foundation models:
- general /robust to many different tasks

Often see with foundation models:
- Large # params
- Large amount of data
- Self-supervised pre-training objective
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Foundation Models

8

Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

Flamingo
GPT-4V
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Stable Diffusion
Imagen
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LMs + CLIP
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Foundation Models

9
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Foundation Models

10

Language

ELMo
BERT
GPT
T5

Classification
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CoCa

LM + Vision

Flamingo
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Gemini
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Previously…

Use Self Supervised 
learning to learn good 
image features

Can train small classifiers 
on top of these features 
using supervised learning
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Pull Together
Push Apart

Learning Concepts without Labels
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Learning Concepts without Labels
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1. “A cute fluffy cat”
2. “My favorite dog is a golden retriever”

A

B

Learning Concepts without Labels

14
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“My favorite dog is 
a golden retriever”

“A cute fluffy cat”

Learning Concepts without Labels

15
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SimClr

Image 
Encoder

Image 
Encoder

16
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SimClr CLIP

Image 
Encoder

Image 
Encoder

Image 
Encoder

Text 
Encoder

“A cute fluffy cat”

“My favorite dog is 
a golden retriever”

“Monkeys are my 
favorite animal”

17
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Image 
Encoder

Text 
Encoder

“A cute fluffy cat”

“My favorite dog is 
a golden retriever”

“Monkeys are my 
favorite animal”

CLIP Training Objective

18
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Image 
Encoder

Text 
Encoder

“A cute fluffy cat”

“My favorite dog is 
a golden retriever”

“Monkeys are my 
favorite animal”

CLIP Training Objective

19
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CLIP Training Data

20
https://en.wikipedia.org/wiki/Mount_Rainier

Image-Text pairs scraped 
from the internet
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CLIP Training Objective

At the end of training, you 
have a model that will give 
you a similarity score 
between an image and a 
text

21
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Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Transfer 
encoder to 
downstream tasks via 
linear classifiers, 
KNN, finetuning

Downstream tasks:
Image classification,
object detection,
semantic segmentation

Using pre-trained models out of the box

Pre-training tasks:
Contrastive Objective
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CLIP features w/ linear probe across datasets
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Using pre-trained models out of the box
Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Step 2: Use the 
model out of the box 
in a creative way!

“cake”

“The movie 
review ‘I hated 
the movie’ is 
____”

“negative”

“I love ___”
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Step 1: Pretrain a 
network on a pretext 
task that doesn’t 
require supervision

Out of the box classification
(No fine-tuning)

Using pre-trained models out of the box

Pre-training tasks:
Contrastive Objective

Step 2: Use the 
model out of the box 
in a creative way!
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

26

word
Text 

Encoder
Image 

Encoder

Image vector text vector
matching score

0.27

Image 
Encoder

Text 
Encoder
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

27

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

plane

dog

bird

“Bird” vector
“Dog” vector

“Plane” vector
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

28

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

plane

dog

bird

“Bird” vector
“Dog” vector

“Plane” vector0.13
0.27

0.09
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

29

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

“Bird” vector
“Dog” vector

“Plane” vector0.13
0.27

0.09

A photo of a plane

A photo of a dog

A photo of a bird

+1.3% on 
ImageNet
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

30

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

A photo of a plane

A photo of a dog

A photo of a bird

A drawing of a plane

A drawing of a dog

A drawing of a bird

…
…
…

“Bird” vector 1
“Dog” vector 1

“Plane” vector 1

“Bird” vector 2
“Dog” vector 2

“Plane” vector 2
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

31

Text 
Encoder

Image 
Encoder

Image vector

Image 
Encoder

Text 
Encoder

A photo of a plane

A photo of a dog

A photo of a bird

A drawing of a plane

A drawing of a dog

A drawing of a bird

…
…
…

Mean “Bird” vector
Mean “Dog” vector

Mean “Plane” vector0.13
0.27

0.09

+5% on 
ImageNet
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Creating a classifier

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”

32
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Imagenet Accuracy

Matches the accuracy of of ResNet 101 that has been trained 
on human labeled data with no human labels at all!

33
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

34
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

35
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

36
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

37
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Accuracy on other datasets

38
Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Key to high accuracy

How can no labels beat labels??

Scale!

39
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Clip Parameters
(307 Million)

ImageNet ResNet Parameters
(44.5 Million)

Model Scale

40
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Clip Training Data
(400 Million images)ImageNet ResNet Training Data 

(1.28 Million)

Data Scale

41
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CoCa: Contrastive Captioners are Image-Text 
Foundation Models

42
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CoCa: Contrastive Captioners are Image-Text 
Foundation Models
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CoCa: Contrastive Captioners are Image-Text 
Foundation Models
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CoCa: Contrastive Captioners are Image-Text 
Foundation Models
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Foundation Models

46

Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

Flamingo
GPT-4V
Gemini

And More!

Segment Anything
Whisper
Dalle
Stable Diffusion
Imagen

Chaining

LMs + CLIP
Visual Programming
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Flamingo

Motivation: CLIP is extremely general in its learned 
representation, but limited in its out-of-the box applications.

(only can output similarity scores between image and text)
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Flamingo

Motivation: Language models which do next token prediction 
can be applied to a wide variety of tasks at inference (Math, 
sentiment analysis, symbolic reasoning)

Can we build something like GPT but can accept images 
and text as input, and then output text?
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Flamingo
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Flamingo

Transformer block

Cats are so

Cute

Transformer block

Transformer block
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Flamingo

Transformer block

<Image> cat so

Cute

Transformer block

Transformer block

This is

Visual 
encoder

What kind of model is this? (think types of LLMs)
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Pre-trained parts of Flamingo

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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CLIP Training Objective

At the end of training, you 
have a model that will give 
you a similarity score 
between an image and a 
text

53
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Pre-trained parts of Flamingo

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Learned parts of Flamingo

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Learned parts of Flamingo

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo full architecture

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo full architecture

Learned method of 
down-sampling 
image/video 
representations

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo full architecture

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”



Ranjay Krishna, Sarah Pratt Lecture 16 - February 27, 202460

Flamingo gated cross-attention

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo gated cross-attention

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo masked attention

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo masked attention

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo masked attention

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo full architecture

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo results

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo results What is this type of learning called?

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Flamingo results

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

”
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Results: zero & few shot
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Results: zero & few shot
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Foundation Models

71

Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

Flamingo
GPT-4V
Gemini

And More!

Segment Anything
Whisper
Dalle
Stable Diffusion
Imagen

Chaining

LMs + CLIP
Visual Programming
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Segment Anything Model (SAM)
What does it mean to have a segmentation foundation model?

Images: He et al. Mask R-CNN. 2017

Masking model trained on 
dataset of specific number of 
objects (80 in COCO)

Model outputs masks of all 
objects in that image that is one 
of the categories of interest
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Segment Anything Model (SAM)
What does it mean to have a segmentation foundation model?

Images: Kirillov et al. Segment Anything. 2023.

Masking model trained on a 
dataset of a huge number of 
categories

Model outputs mask of any 
objects that the user cares 
about



Ranjay Krishna, Sarah Pratt Lecture 16 - February 27, 202474

Segment Anything Model (SAM)
What does it mean to have a segmentation foundation model?

Images: Kirillov et al. Segment Anything. 2023.

Masking model trained on a 
dataset of a huge number of 
categories

Model outputs mask of any 
objects that the user cares 
about

How to get this?

How to know this?
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How to know what to mask?

“Cats”



Ranjay Krishna, Sarah Pratt Lecture 16 - February 27, 202476

Basic SAM Architecture

Images: Kirillov et al. Segment Anything. 2023.
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SAM Architecture

Images: Kirillov et al. Segment Anything. 2023.
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Ambiguity in correct prompt 

Images: Kirillov et al. Segment Anything. 2023.
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Ambiguity in correct prompt 

Images: Kirillov et al. Segment Anything. 2023.
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SAM Architecture

Images: Kirillov et al. Segment Anything. 2023.
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Basic SAM Architecture

Images: Kirillov et al. Segment Anything. 2023.

1. Loss only calculated with respect to best mask
2. Model also trained to output confidence score for each mask
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Segment Anything Model (SAM)
What does it mean to have a segmentation foundation model?

Images: Kirillov et al. Segment Anything. 2023.

Masking model trained on a 
dataset of a huge number of 
categories

Model outputs mask of any 
objects that the user cares 
about

How to get this?

How to know this?
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Segment Anything Model (SAM)

Image Source: https://segment-anything.com/
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Segment Anything Model (SAM)

Images: Kirillov et al. Segment Anything. 2023.
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Segment Anything Model (SAM)

Assisted-manual stage

Model

Model is used to help annotators more 
easily/quickly select object in images

Annotators are able to adjust these 
automated regions pixel by pixel 

Model Predictions

Training DataTraining Data
 4.3M masks from 120k images
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Segment Anything Model (SAM)

Semi-automatic stage

Model

Model is used to pre-fill “easy” 
annotations

Humans then add missing object 
annotations

Model Predictions

Training Data
5.9M masks in 180k images
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Segment Anything Model (SAM)

Fully automatic stage

Model

Model outputs all annotations on a large set of training data.

This is done by getting annotations for objects at every location 
of the image and then removing unconfident/duplicate 

annotations

Humans validate random subsamples of annotations

Model Predictions

Training Data
1.1B masks in 11M images
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SAM Results

Image Source: Kirillov et al. Segment Anything. 2023
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SAM Results

Image Source: Kirillov et al. Segment Anything. 2023
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Zero-Shot with SAM

Image Source: https://segment-anything.com/
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Zero-Shot with SAM

Image Source: https://segment-anything.com/



Ranjay Krishna, Sarah Pratt Lecture 16 - February 27, 2024

Foundation Models

92

Language

ELMo
BERT
GPT
T5

Classification

CLIP
CoCa

LM + Vision

Flamingo
GPT-4V
Gemini

And More!

Segment Anything
Whisper
Dalle
Stable Diffusion
Imagen

Chaining

LMs + CLIP
Visual Programming
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CuPL (CUstomized Prompts via Language models)

A photo of a marimba
A photo of a viaduct
A photo of a papillon
A photo of a lorikeet

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.

”
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CuPL (CUstomized Prompts via Language models)

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.

”
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CuPL (CUstomized Prompts via Language models)

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.

”
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CuPL (CUstomized Prompts via Language models)

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.

”



Ranjay Krishna, Sarah Pratt Lecture 16 - February 27, 202497

CuPL (CUstomized Prompts via Language models)

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.

”
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CuPL (CUstomized Prompts via Language models)

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.

”
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CuPL (CUstomized Prompts via Language models)

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.

”
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VisProg (visual programming)

Are there 3 people in the boat?

Many Visual Question 
Answering models which 
have been trained to do 
this type of task

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Train a new model for 
your task

Write a python script with the 
models you have

Multi-image 
VQA model

output

Class MyMultiImageVQA():

  Def ProcessIms():
    Ans1 = VQA(Image1)
    Ans2 = VQA(Image2)
    Return Ans1 + Ans2

General to 2 images now, but not beyond that
Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Class MyMultiImageVQA():

  Def ProcessIms():
    Ans1 = VQA(Image1)
    Ans2 = VQA(Image2)
    Return Ans1 + Ans2

GPT False

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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VisProg (visual programming)

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.

”
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Summary

Foundation 
Model

Large Scale 
Diverse 
Dataset

Task 1

Task 2

Task 3

Task 4



Ranjay Krishna, Sarah Pratt Lecture 16 - February 27, 2024110

Summary
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Summary
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Summary
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Summary
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Next time: Generative models

114


