Deep Learning

Lecture 1 - Introduction
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Who is Ranjay?

Ranjay Krishna (Assistant Professor at UW CSE)
- PhD from Stanford
- | worked with Fei-Fei Li (Al)
- And with Michael Bernstein (HCI)

| conduct two types of research inquiries:
- | study emergent human behaviors when they interact with Al systems

- I develop better Al (specifically computer vision) systems with these insights \Q

Past courses:
- UW CSE 493G1 [2023]: Deep learning
- UW CSE 599H [2023]: Artificial intelligence vs intelligence augmentation
- Stanford CS 231N [2020, 2021]: Convolutional neural networks for computer vision
- Stanford CS 131 [2017, 2018, 2019]: Computer vision fundamentals and applications
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Who is Sarah?

Sarah Pratt (Ph.D. candidate at UW CSE)
- Undergrad at Brown
- Currently working with Ali Farhadi in RAIVN lab at UW

Research
- My research examines the intersection of vision and language for
deep learning systems.

Past courses:
- UW CSE 493G1 [2023]: Deep learning (TA)
- Brown 0220: [2017, 2018] Discrete Structures and Probability (TA)
- Brown 0150 [2016]: Introduction to Object Oriented programming
(TA)
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Are you in the right place?

Location: SIG 134

Lectures: Tuesdays and Thursdays @ 10-11:20am

Recitations: Fridays

Canvas: https://canvas.uw.edu/courses/1694426

Gradescope: hitps://www.gradescope.com/courses/687869
Website: https://courses.cs.washington.edu/courses/cse493g1/24wi/

EdStem: https://edstem.org/us/courses/50490
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What is Beep Learning?

Building artificial systems that learn from data and experience
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What is Deep Learning?

Hierarchical learning algorithms with many “layers”, (very) loosely inspired by
the brain
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Artificial Intelligence
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Artificial Intelligence

Machine learning
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Artificial Intelligence
Machine learning
Deep Learning
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Artificial Intelligence

Machine learning
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Today’s agenda

e A brief history of deep learning
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The first attempts at capturing the visual world

Sob deliguiam Ao (heish
15 Gede- /mc 240 ]dm =
muy - - —
— e - d S b a
Camera obscura by Gemma Frisius, 1545 °

¢ _&ipq; [

I

? )2

Inspired Leonardo da Vinci,
16th Century AD
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Larry Roberts - Father of computer vision

(a) Original picture (b) Differentiated picture (c) Feature points selected

Synthetic images, building up the visual world from simpler structures
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The summer vision project

Organized by Seymour
Papert

Computer vision was

meant to be just a simple
summer intern project

Ranjay Krishna, Sarah Pra

MASSACHUSETTS INSTITUTE OF TECHNOLOGY
PROJECT MAC

Artificial Intelligence Group July 7, 1966
Vision Memo. No. 100,

THE SUMMER VISION PROJECT

Seymour Papert

The summer vision project is an attempt to use our summer workers
effectively in the construction of a significant part of a visual system.
The particular task was chosen part{? because it can be segmented into
sub-problems which will allow individuals to work independently and yet
participate in the construction of a system complex enough to be a real

landmark in the development of "pattern recognition!l.



Input image

Edge image

Input Primal
Image Sketch
Zero crossings,
. | blobs, edges,
Perceived bars, ends,
intensities virtual lines,
groups, curves
boundaries

2 1/z—Disketc:h

2 ¥2-D
Sketch

3-D model

.

Local surface
orientation
and
discontinuities
in depth and
in surface
orientation

3-D Model
Representation

3-D models
hierarchically
organized in
terms of
surface and
volumetric
primitives

David Marr,
Stages of Visual
Representation,

1970
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Recognition via parts (1970s)

Generalized Cylinders, Pictorial Structures,
Brooks and Binford, 1979 Fischler and Elshlager, 1973
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Recognition via edge detection (1980s)

John Canny, 1986 David Lowe, 1987
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1980s caused one of the larger Al winters (the
second Al winter) s coaiine

GDAL: Make $20.00

RULE: If the lawn is shaggy and
the car is dirty and ycu mow

EXPERT SYSTEM ; the lawn and wash the car,
! . then Dad will give you $20.00
1
M Sdmple: ) = i A 1
Input ! -5 ' v ‘
r Neas " Rules L€ AR B Does the lawn Does the car need
N Advice terface B gy ENIINE ‘ ; @ need mowing? washing?
: % : |
Non-expert 1 ' Knowledge
User - " from an Do you have a mecwer? ¥ v
v Expert hose? bucket? rags?
. . . i
Originally called heuristic E 3 y
. . gas? electric? push?
programmlng prOJeCt *** The inference engine will test each rule or ask the

user for additional information.

e Enthusiasm (and funding!) for Al research dwindled
e “Expert Systems” failed to deliver on their promises
e But subfields of Al continued to grow

o Computer vision, NLP, robotics, compbio, etc.
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In the meantime...seminal work
In cognitive and neuroscience
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Perceiving real-world scenes

[rving Biederman

o
' TG a

|. Biederman, Science, 1972
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Rapid Serial Visual Perception (RSVP)

Potter, etc. 1970s
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Speed of processing in the human visual
system (Thorpe et al. Nature 1996)

6 —— Animal
pv ——Non-animal
1 — Difference
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Neural correlates of object & scene recognition
Faces > Houses .

Faces Objects

Intact

Stimuli

Scrambled

% signal change

Kanwisher et al. J. Neuro. 1997

Epstein & Kanwisher, Nature, 1998
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Visual recognition is a fundamental to
intelligence

Searching for Computer Vision North
Stars

auTHors: Fei-Fei Li and Ranjay Krishna
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Until the 90s,

computer vision was not
broadly applied to real world
Images
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The focus was on algorithms! Recognition via
Grouping (1990s)

Shi & Malik,
Normalized Cut, 1997
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Recognition via Matching (2000s)

~wesree s win AV S

SIFT, David Lowe, 1999
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First commercial success of computer vision

It came from embracing machine learning in 2001.

Does anyone know what it was?
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First commercial success of computer vision

Real time face detection using
using an algorithm by Viola and
Jones, 2001
- Fujifilm face detection in
cameras
- HP patent immediately



https://patents.google.com/patent/US20020102024A1/en

Designing better feature extraction
became the focus

HoG features

- Histogram of oriented
gradients

- Handcrafted

[Dalal & Triggs, HoG. "
2005]

frequency
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I M A G E N E T www.image-net.org

22K categories and 14IM images

* Animals * Plants e Structures * Person
e Bird * Tree e Artifact e Scenes
* Fish * Flower * Tools * Indoor
e Mammal * Food e Appliances * Geological Formations
* |Invertebrate * Materials e Structures * Sport Activities

% )

Deng, Dong, Socher L| L| & Fe| Fe| 2009

De 2




Hypothesis behind ImageNet

- Achild sees nearly 3K unique objects by the age of 6
- Calculated by Irving Biederman
- [Biederman. Recognition-by-components: a theory of human image
understanding. 1983]

- But computer vision algorithms are trained on a handful of objects.
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Object recognition accuracy drops by half in
2012 (Enter deep learning)

30

25

a 1 W
s
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2010 2011 2012 2013 2014 2014 2015 Human

tinatal Sanchez and Krizhevsky et al Zeiler and lonyan an Szegedy et I
e Perronnin l Fergus

He
(m,m) Russakoysky et al
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Year 2010 Year 2012 Year 2014 Year 2015
NEC-UIUC SuperVision GoogleNet VGG

.

1 conv-64

conv-64

@ Pooling
© Convolutio

maxpool

conv-128
conv-128

Dense descriptor grid:
HOG, LBP

conv-256

Coding: local coordinate,
super-vector

conv-256

v conv-512

conv-512

maxpool

Pooling, SPM

Linear SVM

conv-512

conv-512

maxpool

fc-4096
fc-4096
fc-1000

softmax

E [Lin CVPR 2011] [Krizhevsky NIPS 2012] [Szegedy arxiv 2014] [Simonyan arxiv 2014] [He ICCV 2015] .




AlexNet goes mainstream across computer

vision
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Ranjay Krishna, Sarah Pratt

Figure copyright Alex Krizhevsky, llya Sutskever, and Geoffrey Hinton, 2012. Reproduced with permission.

“AlexNet”
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Core ideas go back many decades!

The Mark | Perceptron machine was the first
implementation of the perceptron algorithm. ' ' O
The machine was connected to a camera that ' ’ SEQUENCE INDICATORS
used 20x20 cadmium sulfide photocells to | -
produce a 400-pixel image.

recognized
letters of the alphabet

TE { BUTTONS

Frank Rosenblatt, ~1957: Perceptron

This image by Rocky Acosta is licensed under CC-BY 3.0
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https://en.wikipedia.org/wiki/File:IBM_Automatic_Sequence_Controlled_Calculator_Sequence_Indicators.jpg
https://creativecommons.org/licenses/by/3.0/us/

Maren L. Minsy st Seymour A Pagert

Minsky and Papert, 1969

x| v | Fxy)
0 0 0 O
0 1 1 Perceptrons
1 0 1
1 1 0 X

Showed that Perceptrons could not learn the XOR function
Caused a lot of disillusionment in the field
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Neocognitron: Fukushima, 1980

Computational model the visual
system, directly inspired by Hubel
and Wiesel’s hierarchy of complex
and simple cells

1A
N
/
)
\

Interleaved simple cells
(convolution)
and complex cells (pooling)

T
\vﬂ/ax\\
B
I

No practical training algorithm
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A lot like AlexNet today
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Backprop: Rumelhart, Hinton, and Williams,
1986

8Ep . 8Ep 80pj

Introduced

backpropagation for

computing gradients in

neural networks input

pattern

recognizable

math
output
pattern p

error
E

Successfully trained
perceptrons with multiple
layers
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2000s: “Deep Learning”

Wi t]
People tried to train neural networks :::::::.: |
that were deeper and deeper i | w T '
§lL—
Not a mainstream research topicat & &=
this time e = |
Hinton and Salakhutdinov, 2006 o |

Bengio et al, 2007 Lee et al, 2009
Glorot and Bengio, 2010

RBM-initialized autoencoder Fine-tuning with backprop
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1998 LeCun et al. #of transistors

Image Maps
Input "' 1 06

pen _t.i..m i
Output
DXD; # of pixels used to train:

"NIST
Fully Connected 1 O

Convolut|ons
Subsampllng

2012 Krizhevsky et al.

W
A\l

] | # of transistors

Ll # of pixels used to train:

10 [MJWGE
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Today: Homogenization of Deep Learning
Same models for GPT-4 and image recognition

Decoder output

Class
TS Te Bird MLP
Encoder output %—d" Head
Encoder Decoder T o _[_
Linear Mapping Add & Normalize
== x Encoeder Layer 2
Add & Normalize ! Feed Forward Transformer Encoder

’ Decoder Layer 2 | |

Feed Forward & Caverd * Add & Normalize

ASd & 1 2 Emm‘oiodm
S o -] + Decoder Layer 1 - Patch + Position ___
Self-atiention Pos Er;oodlng 4 < Add & Normalize | E mhﬂldmg

Input La: . B
P || Seiatiention &1 embe i mer Pm)ulmn ol Hdlltntd Palchu

Input Layer | T

* T4 T5 . n -
Enceder input Decoder input H{‘ ﬂ ! o . H . m % ! m ﬁ E
A
_ Transformer Models Almost identical model (Visual
originally designed for NLP Transformers) can be applied to

Computer Vision tasks
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2012 to present: deep learning is everywhere

Image Classification Image Retrieval

motor scooter

motor scooter
go-kart

cockroach amphibian moped
tick fireboat bumper car
starfish drilling platform golfcart

Egyptian cat

grille mushroom cherry adagascar ca
‘ vertible agaric| ~~ dalmatian quirrel monkey
grille mushroom grape spider monkey
pickup jelly fungus elderberry tti
beach wagon gill fungus shire bullterrier indri
fire engine d.od—m.n's-m\gml currant howler monkey
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Data hungry machine learning models are now
everywhere

Pretraining on ImageNet for object classification —_— Transfer ImageNet features for many other tasks:
Object recognition Object detection Semantic segmentation
” . Q Person

}l Train model to extract useful . 4 =

) _ features from ImageNet images b ﬁ B Dog
L‘ l | Plant e, K o
o Find image patches ; Person Use the features to

T with objects categorize each pixel

Food

Use pretrained ImageNet

features
e i . »{ Shirt
Classify objects using
the features
- [t T
t person — 3 8 Two people walking
&y Pt pe in front of i X adoginapark
| S | lookingat ¢ o £ A
Generate scene graphs walking ¥ person

Generate caption from
from features ‘— dog features

Scene graph prediction Image captioning
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2012 to Present: Deep Learning is Everywhere

Object Detection Image Segmentation

e

Ren, He, Girshick, and Sun, 2015 Fabaret et al, 2012
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2012 to Present: Deep Learning is Everywhere

Video Classification

Spatial stream ConvNet

convi

1 7x7x96

stride 2
norm.

pooi2i2

conv2 || conv3 || conv4 || conv5
5x5x256 || 3x3x512 | | 3x3x512 | | 3x3x512

stride 2 || stride 1 || stride 1 || stride 1
norm. pool 2x2
pool 2x2

fullé
4096
dropout

fullz
2048
dropout

Temporal stream ConvNet

conv1
7X7x96
stride 2
norm.
pool 2x2

conv2 || conv3 || conv4 || conv5s
5x5x256 || 3x3x512 || 3x3x512 || 3x3x512
stride 2 || stride 1 || stride 1 || stride 1

pool 2x2 pool 2x2

fullé
4096
dropout

fullz
2048
dropout

Simonyan et al, 2014

Ranjay Krishna, Sarah Pratt

Activity Recognition

softmax

fc1

conv2

conv3

Lecture 1 - 54 Jan 04, 2024



2012 to Present: Deep Learning is Everywhere

Pose Recognition (Toshev and Szegedy, 2014)
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2012 to Present: Deep Learning is Everywhere

Medical Imaging

Ig t Malignant

Levy et al, 2016

Whale recognition

Galaxy Classification

Dieleman et al, 2014 Kaggle Challenge
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2012 to Present: Deep Learning is Everywhere

L. A white teddy bear A man in a baseball A woman is holding
Image Captioning sitting in the grass uniform throwing a ball a cat in her hand
Vinyals et al, 2015
Karpathy and Fei-Fei, 2015

A man riding a wave A cat sitting on a A woman standing on a
on top of a surfboard suitcase on the floor beach holding a surfboard
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2012 to Present: Deep Learning is Everywhere

TEXT PROMPT

an armchair in the shape of an avocado. an armchair imitating an avocado.

AI-GENERATED IMAGES

Ramesh et al, “DALL-E: Creating Images from Text”, 2021. https://openai.com/blog/dall-e/
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2012 to Present: Deep Learning is Everywhere

TEXT PROMPT

an armchair in the shape of a peach. an armchair imitating a peach.

AI-GENERATED IMAGES

Ramesh et al, “DALL-E: Creating Images from Text”, 2021. https://openai.com/blog/dall-e/
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Despite progress, deep learning can be harmful

Harmful Stereotypes Affect people’s lives

A face-scanning algorithm increasingly
decides whether you deserve the job

HireVue claims it uses artificial intelligence to decide who's best for a job. Outside experts call it
‘profoundly disturbing.’

Airplanes

Question 2 of 6 Video Response

sesponsa e 7 45 Done Answaring

Tell me about a time when you
solved a problem for a customer
in a way that exceeded his or
her expectations.

Barocas et al, "The Problem With Bias: Allocative Versus Representational Harms in Machine Learning”, SIGCIS 2017
Kate Crawford “The Trouble with Blas NeurlPS 2017 Keyno(e

I‘
Example Credit: Timnit Gebru
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2018 Turing Award for deep learning

most prestigious technical award, is given for major contributions of lasting importance to computing.

| G

Yoshua Bengio |

This image is CCO public domain This image is CCO public domain This image is CCO public domain
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https://upload.wikimedia.org/wikipedia/commons/2/22/Yann_LeCun_-_2018_%28cropped%29.jpg
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://upload.wikimedia.org/wikipedia/commons/3/34/Yoshua_Bengio_-_2017.jpg
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://upload.wikimedia.org/wikipedia/commons/a/ad/Deep_Thinkers_on_Deep_Learning.jpg
https://creativecommons.org/publicdomain/zero/1.0/deed.en

IEEE PAMI Longuet-Higgins Prize

Award recognizes ONE Computer Vision paper from ten years ago with significant impact on computer
vision research.
In 2019, it was awarded to the 2009 original ImageNet paper

ImageNet: A large-

P/\J\/H!fmatqt,;,['a : iaD
Onguet-Higgins Prize L Deng,

\etrospective Most Impactful Paper from CVPR 2009 Li-Jia LI' i

i Dong, Richard Socher,

Li-Jia Li, Kai Li, and Li Fei-Fei
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~ Data -
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In this course, we will study these
algorithms and architectures
starting from a grounding in
Visual Recognition

A fundamental and general problem in Computer Vision, that has roots in
Cognitive Science
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Image Classification: A core task in Computer Vision

> cat

This image by Nikita is
licensed under CC-BY 2.0
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https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/

0.8592 &,ﬂa
0.529 Cup
0.322 Piate

Image by US Army CCBY 20 Image is CC0 1.0

Image by Kippelboy CCBY-SA3.0 Image CC BY-SA4.0
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https://www.flickr.com/photos/soldiersmediacenter/6689264031
https://www.flickr.com/photos/soldiersmediacenter/
https://creativecommons.org/licenses/by/2.0/
https://commons.wikimedia.org/wiki/File:Augmented_reality_at_Museu_de_Matar%C3%B3_linking_to_Catalan_Wikipedia_(18).JPG
https://commons.wikimedia.org/wiki/User:Kippelboy
https://creativecommons.org/licenses/by-sa/3.0/
https://pixabay.com/en/phone-smartphone-cafe-1874428/
https://creativecommons.org/publicdomain/zero/1.0/
https://commons.wikimedia.org/wiki/File:Augmented_Reality_for_eCommerce.jpg
https://creativecommons.org/licenses/by-sa/4.0/

Scene graph prediction
<person - holding - >

Object detection Action recognition
car bicycling

Captioning:
a person holding a hammer

(N5

This image CC BY-NC-SA 2.0 This image CC BY-SA 3.0 This image e CC BY-SA 3.0
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https://c1.staticflickr.com/9/8299/29099672601_3f005cd93b_b.jpg
https://creativecommons.org/licenses/by-nc-sa/2.0/
https://commons.wikimedia.org/wiki/File:Cyclist-189.JPG
https://creativecommons.org/licenses/by-sa/3.0/deed.en
https://commons.wikimedia.org/wiki/File:Cyclist-189.JPG
https://creativecommons.org/licenses/by-sa/3.0/deed.en

Beyond recognition: Segmentation, 2D/3D Generation

1 Wang et al, “Pixel2Mesh: Generating 3D Mesh
Progressive GAN, Karras 2018. Models from Single RGB Images”, ECCV 2018

This image is CCO public domain
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https://pixabay.com/en/pets-christmas-dogs-cat-962215/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
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Krishna et al., Visual Genome: Connecting Vision and Language using Crowdsourced Image Annotations, IJCV 2017
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https://www.forbes.com/sites/forbestechcouncil/2020/04/03/three-ways-computer-vision-is-transforming-marketing/
https://www.forbes.com/sites/forbestechcouncil/2020/04/03/three-ways-computer-vision-is-transforming-marketing/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Spatio-temporal scene graphs

Action Genome: Actions as Spatio-Temporal Scene Graphs

action: take a bag from somewhere

action: drinking froma ¢

| action: take potebook from somewherg

Ji, Krishna et al., Action Genome: Actions as Composition of Spatio-temporal Scene Graphs, CVPR 2020
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3D Vision & Robotic Vision

Mandlekar and Xu et al., Learning to Generalize Across
Long-Horizon Tasks from Human Demonstrations (2020)

Wang et al., 6-PACK: Category-level 6D Pose Tracker with
Xu et al., PointFusion: Deep Sensor Fusion for 3D Bounding Box Estimation (2018) Anchor-Based Keypoints (2020)
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Human vision

PT =500ms

Some kind of game or fight. Two groups of two men? The man
on the left is throwing something. Outdoors seemed like
because i have an impression of grass and maybe lines on the
grass? That would be why | think perhaps a game, rough
game though, more like rugby than football because they pairs
weren't in pads and helmets, though | did get the impression
of similar clothing. maybe some trees? in the background.

Image CCBY-SA3.0

Fei-Fei, lyer, Koch, Perona, JoV, 2007
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https://en.wikipedia.org/wiki/File:Three-man_cup_defense_in_ultimate.jpeg
https://creativecommons.org/licenses/by/3.0/

And there is a lot we don’t know how to do
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Why Is deep learning its own course”
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Attendance at large conferences (1984—2018)
Source: Conference provided data
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Today’s agenda

e CSE 493G1/ 599 overview
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Survey - A show of hands

Undergrad?
M.S.?
Ph.D.?

CSE / EE?

Other Engineering?
Math / Natural Science?
Others?

Ranjay Krishna, Sarah Pratt Lecture 1 - 77 Jan 04, 2024



Instructors Teaching Assistants Guest Lecturer

&

Ranjay Krishna Sarah Pratt Ainaz Eftekhar Mahtab Bigverdi Zihan Wang Xiyang Liu Tanush Yadav Shubhang Desai

)
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Syllabus

Deep learning Fundamentals Practical training skills Applications >
Data-driven approaches Pytorch 1.4 / Tensorflow 2.0 Image captioning

Linear classification & kNN Activation functions Interpreting machine learning
Loss functions Batch normalization Generative Al

Optimization Transfer learning Fairness & ethics
Backpropagation Data augmentation Data-centric Al

Multi-layer perceptrons Momentum / RMSProp / Adam Deep reinforcement learning
Neural Networks Architecture design Self-supervised learning
Convolutions Diffusion

RNNs / LSTMs LLMs

Transformers
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Lectures

In person in Gates building: SIG 134

- Zoom links and recordings will be shared via canvas:
O  Due to security reasons, please do not share zoom links publicly
- Tuesdays and Thursdays between 10am to 11:20am

O To watch the lectures later, you must login to canvas. We highly
recommend coming in person
- Slides posted to our website:
o https://courses.cs.washington.edu/courses/cse493ag1/24wi/
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https://courses.cs.washington.edu/courses/cse493g1/24wi/

Friday recitation sections

Fridays
- Two recitation sections:
- 9:30-10:30am (CSE2 G10)
- 12:30-1:30pm (JHN 174)

Hands-on concepts, some tutorials, more practical details than
tuesday/thursday lectures

Check the syllabus page for more information on what is going to be covered
when.

This Friday: Python / numpy / Google Cloud (Presenter: ?7?7?)
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https://courses.cs.washington.edu/courses/cse493g1/24wi/

Quizzes

Goal: Evaluate individual understanding of concepts from assignments and
lecture

Will consist of multiple choice and short answer questions and will take place
during recitation (except for quiz 5).

It will cover all concepts covered up till the Tuesday lecture before each quiz.
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EdStem discussions

For questions about assignments, midterm, projects, logistics, etc, use EdStem!

SCPD students: Use your @uw.edu address to register for EdStem;
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https://edstem.org/us/courses/50490

Office Hours

See course webpage for schedule.

- Add your name to a queue when you arrive for a particular office hours
- TAs will usually conduct 1-1 conversations in front of the whole group unless
otherwise requested for a private conversation.

Ranjay Krishna, Sarah Pratt Lecture 1- 84 Jan 04, 2024



Optional textbook resources

- Deep Learning
- by Goodfellow, Bengio, and Courville
- Here is a free version
- Mathematics of deep learning
- Chapters 5, 6 7 are useful to understand vector calculus and
continuous optimization
- FEree online version
- Dive into deep learning
- An interactive deep learning book with code, math, and discussions,
based on the NumPYy interface.
- FEree online version
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https://www.amazon.com/Deep-Learning-Adaptive-Computation-Machine/dp/0262035618/ref=sr_1_sc_1?ie=UTF8&qid=1491281164&sr=8-1-spell&keywords=goodfelow
http://www.deeplearningbook.org/
https://mml-book.github.io/book/mml-book.pdf
http://d2l.ai/index.html

Grading

All assignments, coding and written portions, will be submitted via Gradescope.

We use an auto-grading system

- Aconsistent grading scheme,
- Public tests:
- Students see results of public tests immediately
- Private tests
- Generalizations of the public tests to thoroughly test your
implementation

Ranjay Krishna, Sarah Pratt Lecture 1 - 86 Jan 04, 2024


https://www.gradescope.com/courses/687869

Grading

5 Assignments (A1-A5): 8% each = 40%
A0 is worth 0%

5 Quizzes on Fridays: 6% each = 24% (we will drop your lowest quiz score)

Course Project: 36%

- Project Proposal: 2%

- Milestone: 4%

- Final report: 20%

- Poster presentation: 10%

Participation Extra Credit in lectures: up to 5%
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Grading

Late policy
- 5 free late days

- Can use at most 2 per assignment (or proposal or milestone)
- Afterwards, 25% penalty per day late
- No late days for project report
- Weekends count as 1 day.
- So using 1 late day for a Friday 11:59pm deadline means you can
submit by Sunday 11:59pm
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Overview on communication

Course Website: https://courses.cs.washington.edu/courses/cse493g1/24wi/

- Syllabus, lecture slides, links to assignment downloads, etc
EdStem:

- Use this for most communication with course staff
- Ask questions about assignments, grading, logistics, etc
- Use private questions if you want to post code

Gradescope:
- For turning in homework and receiving grades
Canvas:

- For watching lecture videos
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http://cs231n.stanford.edu/
https://courses.cs.washington.edu/courses/cse493g1/24wi/
http://piazza.com/stanford/spring2018/cs231n

Assignments

All assignments will be completed using Google Colab
- We have a tutorial for how to use Google Colab on the website

Assignment 0 IS OUT!!!, due 1/11 by 11:59pm
- Easy assignment
- Hardest part is learning how to use colab and how to submit on gradescope
- Worth 0% of your grade
- Used to evaluate how prepared you are to take this course
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Assignments

Assignment 1 will be released this weekend!!!, due 1/18 by 11:59pm

- K-Nearest Neighbor
- Linear classifiers: SVM, Softmax
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Final project

- Groups of upto 3
- You can form groups yourselves

- For students looking for groups, we will help assign you
- Anything related to deep learning
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Example

final
project

Ranjay Krishna, Sarah Pratt

Detecting Al-Generated Face Images:
A Deep Learning Approach for Combating Disinformation

Introduction

© Generative models in deep learning have achieved remarkable
advancements, producing images that are indistinguishable from rea
However, there are concerns about the potential .

fy Al-generated human face images to prevent illegal
activities enabled by AL

Dataset
]

. 103 463 Real Faces

0,000 high-qual a resolution of 1024x1024

o CelabA-HQ: 30,000 high-quality eclebrity face imay
created by the Multimedia Laboratory at the Chinese Universil ng Kon
Quintic Al: 30,000 real face images cropped from the COCO trani Lo e
Faces in the Wild dataset

63,646 Generated Faces:

y generated faces that exhibit high variability

: portion of the 100,000
,.‘.m‘... DUREIOE 00 sl i

Example of real faces.

Example of generated faces

Methods

TE——
o Fully Connected Networks (Logistic Regression):
o Our baseline model consists of a singl

understood as a logistic regression model from a theoretical standpoint.

o Two Layer CNN:
Another baseline model we have is a two-layer Cony Network. It consists of
Conv-Cony-Maxpooling * 2. The resulting output is then flattened and passed througl
FC layer, followed by a dropout layer and another FC layer.

o Residual Networks + CNN:
The improved model porates a ResNetS0 (pre-trained on ImageNet) on the top. Itis
followed by a sequence of Cony specifically Conv-Cony-Cony-Conv-BatchNorm *

ed and passed through FC layers, with dropout
tion applied in m-nu-. . Finally, there is another FC layer with dropout,
followed by  final FC Iayer. The model shown below (the scaling of the
visualization may obscure the & )
4dddddd4 0044 0440

4

(5 rumctionar [ comzn [ satehmornalization

@ rracten @ vense () oropout

s with um.m s and expressions,

Yuan Tian, Kefan Ping, Ruijin Ye

Analysis
s

ciasso Class 1
eraton 100/ 100 eraton 100/ 100

Conclusion
I

Clearly, our fine-tuned CNN using
the training data performed better
than the other two methods in our
study. However, w

aggregated CNN model from
Mandelli et al.'s paper achieved
remarkable accuracy (99%), it
still failed to predict our test
samples. This raises concerns
about the robustness of these
models, as they may eventually fail
when faced with unseen synthetic
images generated by unknown
models.
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DDD&D

DEEP DUELING DUNGEON & DRAGONS

THE INCITING INCIDENT
r Problem Background

LEARNING THE CRAFT
Technical Background

Our goal was to produce intelligent agents capable of playing D&D
combat. D&D is a tabletop role-playing game with a round based fighting
system. In each round,  creature gets some fixed amount of movement
and one action, such as a ranged or melee attac

Deep Q-Learning approximates the q-values, o the expected reward for
a given state-action pair if the agent were to follow the current policy.
Li{8:) = Eyayrri(y/ 9™ = Q(s.@:0,))?).
DaN
u!

where =4 ymaxQ(s', a0 )
Double deep Q-learning changes the loss function of deep Q-learning
0 se the acton that maximizesthe qalue gien 3 et o ed parameters
at the current state rather than the maximal next

oo +"v()(m.4\10,1(1&!\([\4&.44:}/‘\ 0)

v

Dueling deep Q-learning separate estimates of state value
function V(s) and the advantage function A(s,a), which allows
the netuork to eam whih sates aevluable without hving
to leam the effect of each action for each st

In order to be competent, these agents will need to learn several

I . I
e skill. At the beginning of the fight they should
u n themselves at their optimal range, and then maintain
p r O J e C s g e Sachi Wit e ot o

/%'
GEARING UP e }

King Gerblin
Model Architecture L

Reckles
In order to reduce training time we pretrained a model
using a creature with generic stats. The model trained
against a previous version of itself from approximately.
1000 combats before. The goal was to train up general
combat skills from scratch only once.

Pre - Training

Lite Gerblin Vs,
Gerblin

odel, we copied the model weights to 4 different
creatures with two different sets of stats and two reward functions and
continued training by randomly selecting 1000 pairs to fight in 100
combats per pairing.

.Nm-‘l’hpﬂuve Gerblin,

ON THE ROAD

For the majority of the Win Rate Pre-Training Results
graph, the model s performing
better than the previous version of
itself, indicating improvements in i ) W
strategy. The agent also sarts out
favoring ranged attacks but lears
to switch over to melee attacks
because its melee attack s superior
though harder to use.

/" i w‘mm
L

THE FINALE

Results

ks
i

o S it

— JE— wa, ranged gerblins have a
3 = i higher win rate than melee gerblins,
primarily due to their attacks being
easier to perform, leading to a
higher frequency of actually
attacking. Notably, Not-the-Brave
had a consistently higher win rate
than Rambo despite getting

\lover rewards.
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Example

final
project

Ranjay Krishna,

'W PAUL G. ALLEN SCHOOL

OF COMPUTER SCIENCE & ENGINEERING

Learning Codebooks of Discrete Representations for
Embodied-Al Department of

STATISTICS

Ainaz Eftekhar and Peter Sushko

Object Na

SLAMs: limited generalizability unless recalibrated for each new environment

: fixed-size state vector leads to loss of information from early
observations, optimization difficulties over long sequences

Memory via maps: domain-based biases; requires estimate of agents position and
costly annotated data

Memory via transformers: limited efficiency and scalability especially for long
episodes

use an external/global memory (codebook)

ation: Current Approaches & Limitations

Memory-Augmented Architecture

« Global Codebook: 1024 memory cells, each entry is 512 dimensions
* Agent's belief is a convex combination memory cells indexed by the RNN

i p—

EmbCLIP Framework (RNN-based)

 CLIP visual encoder + RNN (to provide memory)
« Agent's belief is the hidden state of the RNN

~
s :

= = Faw
=

Cotapaed Catabok
Codebook Collapse
Issue: Only a few entries receive non zero probability

Solutions:

« Random restarts . -

Geometric approach (normaization) s secsx

Linde-Buzo-Gray splitting algorithm .

o and "
o Code dropout posee sz

Randomly drop 10% of the codebook entries

Experiment Design

ProcTHOR-10K dataset with 10,000 generated houses

Trained using AllenAct framework
PPO Algorithm

200M steps

Batch sizes of 32,64,128
Adam optimizer
Learning rate decay
Gradient clipping

AllenAct

s e e

Test Success by Object Type

[— ours spiting) ours (@ropout)

[RAAK

Sarah Pratt

Comparison to SOTA

Validation results on ProcTHOR ObjectNav (1k houses)

Major improvement upon all three baseline metrics

Object Navigation
Method SR(%)t  ELL  SPL(%)t
EmbCLIP (14) (RNN-Based) 6006 14036 4665
Global Memory (with codebook collapse) 480 99.18 3365
Global Memory (Linde-Buzo-Gray splitting) | 63.7 99.70 5056
[ Global Memory (Code dropout) 66.5 8328 5181

What does the codebook encode?

Each cell encodes useful
representation for object
navigation such as
information about
semantics, affordances
(possible actions), etc.

Memory spikes are
sparse episode-wise and
dense training-wise
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PAUL G. ALLEN SCHOOL CSE 493G1: Deep Learning

remmemes===_ LLM Fine-Tuning

E m I Across Domains:
Xa p e Evaluating Performance of Different Text Domains for

Fine-Tuning Large Language Models

n
fl n a I Noah Ponto Rthvik Raviprakash Shreshth Kharbanda
Introduction

Methods Why fine-tune?

Fine-tuning plays a crucial role in

u generative language models (GLM). This ~ ® Data collection: Gather text datasets & @
ro e C research investigates the impact of andlclean‘/preproces;
fine-tuning on GLMs by exploring their ~ ® Train-validation split: Randomly split s . -
performance  across  different  text data into 80% training and 20% g fan o denllands - hu§e
domains. The pre-trained GPT-2 model is validation sets a[mo;lnt ° .:;‘ompulalllon.a ;esour;els.l.ky
s 5 q starting with a pre-trained model like
the baseline, with the objective of © Fine-tuning: Apply fine-tuning on each b E
improving model fluency, contextual domain separately. GP'l;j and fmde tun’:nfg, siicctye modely
understanding, and generation quality o Parameters: Use 2 epochs, learning canbeereategvith farteyerTesources:
through domain-specific fine-tuning. rates of le-4 and le-6, and batch
sizes of 1 and 4, on 50 randomly
selected batches 5
' : e Perplexity & Analysis: Evaluate model GPT-2 Architecture
Apphcatlons for LLMS performance, compare to baseline, and

analyze

E] Auto completion
Evaluated Domains
@ Question answering Philosophy, Poetry, News Reports

Ulz, Content generation

B0

Text classification

@ And so much more!

Perplexity of Models for Different Datasets and Hyperparameters TR T G piy iy Moo e
15 W9 iss1 18 192
@y @9 s 123 150
©3 a1 a8 15 150

Table 1. LR=0.0001, Batch Size=1  Tybje 2. LR=0.0001, Batch Size=4

Phil Poery News Combined
PreTuinedGPT2 1051 §78 390 122
FineuncdPhl 1362 46

News Combined
40 188
Bl 1o
20 181
123 167

ned Poery 1510 485 ¥
FiseuncdNews 1219 $36 390 1084

Table 3. LR=1e-06, Batch Size=l  pyple 4. LR=1¢-06, Batch Size=4
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Pre-requisites

Proficiency in Python

- All class assignments will be in Python (and use numpy)
- Later in the class, you will be using Pytorch and TensorFlow
- We will go over a Python tutorial on this Friday’s recitation.

You need to know:

- College Calculus,
- Linear Algebra,
- experience with Python

No longer need Machine Learning as a prerequisite
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Collaboration policy

Please follow U\W student code of conduct — read it!

Here are our course specific rules:

e Rule 1: Don’t look at solutions or code that are not your own; everything
you submit should be your own work. We have automatic tools that detect
plagiarism.

e Rule 2: Don’t share your solution code with others; however discussing
ideas or general strategies is fine and encouraged.

e Rule 3: Indicate in your submissions anyone you worked with.

Turning in something late / incomplete is better than violating the code
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https://www.washington.edu/cssc/facultystaff/academic-misconduct/

Plagiarism and Collaboration

We will run all assignments through plagiarism software.

Additionally, you may use online resources to understand concepts, but not to
complete the coding portion of your assignments. This includes Stack Overflow
and ChatGPT.

We will compare all student solutions to ChatGPT generated solutions. If
we detect plagiarism in your assignments, you will get a 0 on the assignment
and we will have no choice but to report to the university.

** It is much better to turn in an incomplete assignment than to turn in
code that is not your own! **
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Learning objectives

Formalize deep learning applications into tasks

- Formalize inputs and outputs for vision-related problems
- Understand what data and computational requirements you need to train a model

Develop and train deep learning models

- Learn to code, debug, and train convolutional neural networks.
- Learn how to use software frameworks like TensorFlow and PyTorch

Gain an understanding of where the field is and where it is headed
- What new research has come out in the last 0-9 years

- What are open research challenges?

- What ethical and societal considerations should we consider before
deployment?
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What you should expect from us

Fun: We will discuss fun applications like image captioning, GPT, generative Al
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What we expect from you

Patience.

- This is new for us as much as it is new for you
- Things will break; we will experience technical difficulties
- Bear with us and trust us to listen to you

Contribute

- Build a community with your peers
- Help one another - discuss topics you enjoy
- Give us (anonymous) feedback
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https://forms.gle/xnN6ENEE3JkYX56M9

Why should you take this class?

Become a deep learning researcher (an incomplete list of conferences)

- Getinvolved with research at UW: apply using this form.

Conferences:

- CVPR 2023, ACL 2023, NeurlPS 2023, ICML 2023

Become a deep learning engineer in industry (an incomplete list of industry teams)

Brain team at Google Al

OpenAl

Meta’'s Fundamental Al research team
Microsoft's Al research team

General interest
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https://raivn.cs.washington.edu/index.html
https://forms.gle/iJszFok1VDmpWLy78
https://cvpr2023.thecvf.com/
https://2023.aclweb.org/
https://nips.cc/
https://icml.cc/Conferences/2023/Dates
https://research.google/teams/brain/
https://openai.com/
https://www.google.com/search?q=fair+meta&oq=fair+meta&aqs=chrome..69i57j0i67i650j46i175i199i512j0i131i433i512j46i340i512j0i67i650l2j46i175i199i512j0i433i512.2794j0j1&sourceid=chrome&ie=UTF-8
https://www.microsoft.com/en-us/research/research-area/artificial-intelligence/?

Next time: Image classification

k- nearest neighbor Linear classification
k?
: . i

2 deer classifier

Plot created using Wolfram Cloud
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https://sandbox.open.wolframcloud.com/app/objects/26bc9cd9-50a8-42a9-8dbf-7a265d9e79c8
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