Lecture 16:
Multi-Modal Foundation
Models
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Administrative

- Milestone due today
- Quiz 4 Friday
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Foundation Models

Old: train specialized models for each task

Data Data
[ Domain 1 }Q Model 1 [> [ el @ }Q Model 3 [>
Data [> Model 2 [> Task 2 Data [> Model 4 E> Task 4
Domain 2 Domain 4
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Foundation Models

New: pre-train one model that acts as the foundation for
many different tasks

Large Scale

- Foundation
Diverse |:> Model |:> Ve N o Y
Dataset

Pre-training Fine-tuning / zero-shot / few-shot
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Foundation Models

Language

e N N

Math Symbolic

Problems Reasoning
Common - 7 o
Cral > GPT m . |

Trivia Translation
& NS J

Pre-training Fine-tuning / zero-shot / few-shot
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Foundation Models

Language Classification LM + Vision And More! Chaining
ELMo CLIP Flamingo Segment Anything  LMs + CLIP
BERT CoCa GPT-4V Whisper Visual Programming
GPT Gemini Dalle
T5 Stable Diffusion
Imagen
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Foundation Models

Always see with foundation models:
- general /robust to many different tasks

Often see with foundation models:
- Large # params

- Large amount of data

- Self-supervised pre-training objective
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Foundation Models

Language Classification LM + Vision And More! Chaining
ELMo CLIP Flamingo Segment Anything LMs + CLIP
BERT CoCa GPT-4V Whisper Visual Programming
GPT Gemini Dalle
T5 Stable Diffusion
Imagen
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Foundation Models

Language Classification @ LM + Vision And More! Chaining
ELMo CLIP Flamingo Segment Anything LMs + CLIP
BERT CoCa GPT-4V Whisper Visual Programming
GPT Gemini Dalle
T5 Stable Diffusion
Imagen
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Foundation Models

Language Classification @ LM + Vision And More! Chaining
ELMo CLIP Flamingo Segment Anything LMs + CLIP
BERT CoCa GPT-4V Whisper Visual Programming
GPT Gemini Dalle
T5 Stable Diffusion
Imagen
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Previously...

Batch of Two augmentations xtra

Use Self Supervised
learning to learn good
image features

Can train small classifiers
on top of these features
using supervised learning

RN

Bl NENES
B HEEETS
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Learning Concepts without Labels

Push Apart
Pull Together  » ‘ '
O/O © kLA

S

I O ?‘(E
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Learning Concepts without Labels
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Learning Concepts without Labels
°8 (@

S
N
d

1. “Acute fluffy cat’
2. “My favorite dog is a golden retriever”
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Learning Concepts without Labels
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“My favorite dog is Yo / )
a golden retriever” (,«"‘“ <
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SimClr

=\

Image Image
Encoder Encoder
" ~

i |

btk
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SimClr CLIP

Image Image Image Text
Encoder Encoder Encoder Encoder

“My favorite dog is
a golden retriever”

“A cute fluffy cat’

“Monkeys are my
favorite animal”
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CLIP Training Objective

Uup | l | V1
| | |
( \ Uy, | | | Vn
n e(ui’vi>
Z —log no () Image Text
Z e\ UiV
i=1 | <=1 ) Encoder Encoder
e “My favorite dog is
( 2 a golden retriever”

& “A cute fluffy cat’

“Monkeys are my
favorite animal”
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CLIP Training Objective

Uup | | V1
| | |
( Uy, | | | Vn
n e(ui’vi> \ '
Z - Iog Zn (;v,) Image Text
i=1 | <=1 € ) Encoder Encoder
( \ o
n (u,,v;) * y favorite dog is
e v , a golden retriever”
+ Z —log S ——
. Y el .
i=1 \ =1 ) & “A cute fluffy cat”

“Monkeys are my
favorite animal”
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CLIP Training Data

Image-Text pairs scraped
from the internet

Mount Rainier's northwestern slope viewed aerially
just before sunset on September 6, 2020

https://en.wikipedia.org/wiki/Mount_Rainier
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CLIP Training Objective

1. Contrastive pre-training

h—’ crcder T 17 ) At the end of training, you

- have a model that will give
you a similarity score

R R between an image and a
- 7. e I, . - | LT, text

I

Enrzggsr 13 I3 T7 I3.T2 13 T3 13 TN
— Iy InT InT, IyTs InTy
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Using pre-trained models out of the box

Step 1: Pretrain a Pre-training tasks:

network on a pretext S Contrastive Objective
task that doesn't , -
require supervision — i

Step 2: Transfer
encoder to Downstream tasks:

downstream tasks via i Image classification,
Encoder object detection,
semantic segmentation

linear classifiers,
KNN, finetuning

Ali Farhadi, Sarah Pratt Lecture 16 - 22 Nov 19, 2024



CLIP features w/ linear probe across datasets

Linear probe average over all 27 datasets

L/14@336px
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EfficientNet
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SimCLRv2
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Using pre-trained models out of the box

Step 1: Pretrain a
network on a pretext i’ » Encoder: Decoder: ”
task that doesn’t llove __ b W cake
require supervision

“The movie
Step 2: Use the ) : : ]
moc?el outofthe box  review ‘I hated Enc;der' Dec;der' “negative”
in a creative way! the movie’ is

)9
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Using pre-trained models out of the box

Step 1: Pretrain a : i Pre-training tasks:

network on a pretext Contrastive Objective
task that doesn'’t B B o
require supervision

IIIII
EEEEEEE

Step 2: Use the - _
mo§e| out of the box Out of the box classification

in a creative way! (No fine-tuning)
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Creating a classifier

Image Text
Encoder Encoder
0.27
Image vector text vector

matching score

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Creating a classifier

Image Text
Encoder Encoder
Image vector “Plane” vector

“Dog” vector

“Bird” vector

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Creating a classifier

Image Text
Encoder Encoder
0.13 « ”
Image vector 027 Plane” vector
0.09 ' “Dog” vector

“Bird” vector

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Creating a classifier

A photo of a plane

A photo of a dog

A photo of a bird

+1.3% on
Image Text
Encoder Encoder ImageNet
0.13 « ”
Image vector 027 Plane” vector
0.09 ' “Dog” vector

“Bird” vector

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Creating a classifier

A photo of a plane A drawing of a plane
A photo of a dog A drawing of a dog [
A photo of a bird A drawing of a bird |-

Image Text
Encoder Encoder
Image vector “Plane” vector 1 “Plane” vector 2
“Dog” vector 1 “Dog” vector 2
“Bird” vector 1 “Bird” vector 2

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Creating a classifier

A photo of a plane A drawing of a plane
A photo of a dog A drawing of a dog [
A photo of a bird A drawing of a bird |-

Image Text +E50
Encoder Encoder 5% on
ImageNet
Image vector 0.13 Mean “Plane” vector
0.27
0.09 Mean “Dog” vector

Mean “Bird” vector

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Creating a classifier

2. Create dataset classifier from label text

a photo of | Text
a {object}. Encoder h

3. Use for zero-shot prediction

Image
Encoder

— >

I1 I1'T1 I1'T2 II'TS II'TN

a photo of
adog.

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

IMAGENET
DATASET RESNET101 CLIP VIT-L

76.2%

ImageNet

Matches the accuracy of of ResNet 101 that has been trained
on human labeled data with no human labels at all!

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

IMAGENET

DATASET RESNET101 CLIP VIT-L
_ =
76.2% 76.2%

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

IMAGENET

DATASET RESNET101 CLIP VIT-L
_ =
76.2% 76.2%

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

IMAGENET

DATASET RESNET101 CLIP VIT-L
_ =
76.2% 76.2%

72.3%

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Imagenet Accuracy

IMAGENET
DATASET RESNET101 CLIPVIT-L

& I ot
e 76.2% 76.2%
ImageNet

r ol s 3 =
ke A
| RN s B 64.3% 70.1%

ImageNet V2

'-" £ {
“‘ | i. = 7~ 9\ — ——
E oo K0 (N 37.7% 88.9%

ImageNet Rendition

: I
T LR

I
72.3%
ObjectNet
. A i
= —— p~2 25.2% 60.2%
ImageNet Sketch

) Fr : -
O, i o | e
=l 36 i = 2.7% 77.1%

ImageNet Adversarial

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Accuracy on other datasets

StanfordCars +28.9
Country211 +23.2
Food101 +22.5
Kinetics700
SST2
SUN397
UCF101
HatefulMemes
CIFAR10
CIFAR100 :
STL10 [+3.0
FER2013 |0f+2.8
Caltech101 ||+2.0
ImageNet [}}+1.9
OxfordPets [|+1.1
PascalvVOC2007 ||+0.5
1 Birdsnap
MNIST
FGVCAircraft
RESISC45
Flowers102
DTD
CLEVRCounts
GTSRB
PatchCamelyon
KITTI Distance
EuroSIAT : :

-40 -30 -20 -10 O 10 20 30 40

A Score (%)
Zero-Shot CLIP vs. Linear Probe on ResNet50

Radford et al “Learning Transferable Visual Models From Natural Language Supervision”
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Key to high accuracy

How can no labels beat labels??

Scale!
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Model Scale

ImageNet ResNet Parameters
(44.5 Million)
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Data Scale

ImageNet ResNet Training Data
(1.28 Million)
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CoCa: Contrastive Captioners are Image-Text
Foundation Models

—_— <
attentional pooling cls-token
Image Unimodal
Encoder Text Decoder
00o00o00oo0o0ooooo [s] two dogs in a field [CLS]

“two dogs running in a field” } pairs

text
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CoCa: Contrastive Captioners are Image-Text
Foundation Models

two dogs gin a field [/s]
T 1 T r1 11
ion Multimodal
W Text Decoder
attentional pooling cls-token
Image Unimodal
Encoder Text Decoder
| 11 T T (I
000000000000 [s] two dogs in a field [CLS]

“two dogs running in a field” } pairs

text
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CoCa: Contrastive Captioners are Image-Text
Foundation Models

Model ImageNet ImageNet-A ImageNet-R ImageNet-V2 ImageNet-Sketch ObjectNet Average
CLIP [12] 76.2 77.2 88.9 70.1 60.2 725 74.3
ALIGN [13] 76.4 75.8 92,2 70.1 64.8 A2 4.5
FILIP [61] 78.3 - - - - - -
Florence [14] 83.7 - - - - - -
LiT [32] 84.5 79.4 93.9 78.7 - 81.1 -
BASIC [33] 85.7 85.6 95.7 80.6 76.1 78.9 83.7
CoCa-Base 82.6 76.4 93.2 76.5 71.7 71.6 78.7

- e 84.8 85.7 95.6 79.6 . 78.6 833
CoCa 86.3 90.2 96.5 80.7 77.6 82.7 85.7

Table 4: Zero-shot image classification results on ImageNet [9], ImageNet-A [64], ImageNet-R [65],
ImageNet-V2 [66], ImageNet-Sketch [67] and ObjectNet [68].
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CoCa: Contrastive Captioners are Image-Text
Foundation Models

Model ImageNet -
o I CoCa (finetuned): 91.000 I ,=

ALIGN [ 1 3] 88 '6 56 . Meta Pseudo Labels (EfficientNet-L2) C(°Ca <ﬁﬂetur)wd) nnivec

Florence [14] 90.1 b s omm A

MetaPseudolLabels [51] 90.2 % S0 Resdes-isy

COAtNet [ 10] 90-9 é 70 FireCaffe (GooglLeNet)

VIiT-G [21] 90.5 :

+ Model Soups [52] 90.9
Coca (frozen) 90.6 0 2016 2017 2018 2019 2020 2021 2022 2023 2024

| CoCa (finetuned) 91.0 |
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Foundation Models

Language Classification @ LM + Vision And More! Chaining
ELMo CLIP Flamingo Segment Anything LMs + CLIP
BERT CoCa GPT-4V Whisper Visual Programming
GPT Gemini Dalle
T5 Stable Diffusion
Imagen
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Flamingo

Motivation: CLIP is extremely general in its learned
representation, but limited in its out-of-the box applications.

(only can output similarity scores between image and text)
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Flamingo

Motivation: Language models which do next token prediction
can be applied to a wide variety of tasks at inference (Math,
sentiment analysis, symbolic reasoning)

Can we build something like GPT but can accept images
and text as input, and then output text?
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Flamingo

b1t
Yo Y, Y,
F 1 1
| mui(-)+add (1) |
> Vo 2 a 2 S
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| softmax (1) |
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Flamingo

Transformer block

Transformer block

Transformer block

 Cats | are J so
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Flamingo

What kind of model is this? (think types of LLMs)

Transformer block

Visual Transformer block
encoder

Transformer block

 <image> | This | cat ] is ] so_

Ali Farhadi, Sarah Pratt Lecture 16 - 51 Nov 19, 2024



Pre-trained parts of Flamingo

(™) Output: text

a very serious cat.

!

n-th LM block %
—
1st LM block %
Vision Vision L
Encoder Encoder L
Processed text
<image> This is a very cute dog. <image> This is
Input: text and visual
data interleaved

This is a very cute dog. This is

Visual data L
processing 4

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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CLIP Training Objective

1. Contrastive pre-training

Encoder T 17 - ) At the end of training, you
A have a model that will give
you a similarity score

— I LT, I, T, I;T; T4 between an image and a
— | L2 | Sk | = | 2 teXt

1l

Enrzzgsr Iz IzT; I3T, IzT3 I Ty
— Iy IyT, IyT, IyTg Iyl
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Pre-trained parts of Flamingo

(™) Output: text

a very serious cat.

!

n-th LM block %
—
1st LM block %
Vision Vision L
Encoder Encoder L
Processed text
<image> This is a very cute dog. <image> This is
Input: text and visual
data interleaved

This is a very cute dog. This is

Visual data L
processing 4

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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Learned parts of Flamingo

(™) Output: text

a very serious cat.

n-th LM block %
—_—
|
n-th GATED XATTN-DENSE
I
i
1st LM block %
Vision Vision . f
Encoder Encoder 1st GATED XATTN-DENSE

Processed text

<image> This is a very cute dog. <image> This is

Input: text and visual
data interleaved

ThlS is a very cute dog. ThlS is

L

rd

Visual data
processing

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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Learned parts of Flamingo

(™) Output: text

a very serious cat.

n-th LM block %
—
|
Perceiver Perceiver n-th GATED XATTN-DENSE
Resampler Resampler i
t f ;
1st LM block %
Vision Vision - f
Encoder Encoder 1st GATED XATTN-DENSE
ﬁ§ ﬂ§ Processed text
t <image> This is a very cute dog. <image> This is

Input: text and visual
data interleaved

This is a very cute dog.

Visual data L
processing 4

This is

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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Flamingo full architecture

() Output: text

* Pretrained and frozen
Trained from scratch a very serious cat.
during Flamingo training T
‘ n-th LM block %
—
|
Perceiver Perceiver n-th GATED XATTN-DENSE
Resampler Resampler :
t f ;
1st LM block *
Vision Vision - f
Encoder Encoder 1st GATED XATTN-DENSE
* * Processed text
t <image> This is a very cute dog. <image> This is

Input: text and visual
data interleaved

This is a very cute dog.

Visual data L
processing 4
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Flamingo full architecture

(™) Output: text

Pretrained and frozen
ok f
Trained from scratch a very serious cat.
during Flamingo training T
‘ n-th LM block %
R —
Learned method of |
- i Perceiver Perceiver n-th GATED XATTN-DENSE
.dOWFI S&}mpllng Resampler Resampler |
image/video 1 T :
. |
representations 1st LM block %
Vision Vision - f
Encoder Encoder 1st GATED XATTN-DENSE
3 ok

Processed text

t <image> This is a very cute dog. <image> This is

Input: text and visual
data interleaved

This is a very cute dog. This is

Visual data L
processing 4

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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Flamingo full architecture

() Output: text

* Pretrained and frozen
Trained from scratch a very serious cat.
during Flamingo training T
‘ n-th LM block %
—
:
Perceiver Perceiver n-th GATED XATTN-DENSE
Resampler Resampler .
t f ;
1st LM block *
Vision Vision - f
Encoder Encoder 1st GATED XATTN-DENSE
* * Processed text
t <image> This is a very cute dog. <image> This is

Input: text and visual
data interleaved

This is a very cute dog.

Visual data L
processing 4

Ali Farhadi, Sarah Pratt Lecture 16 - 59



Flamingo gated cross-attention

. self attention §§
L kev=v] f ‘ I a=lv]

@

tanh gating
1

FFW
t

GBA

tanh gating
I

cross attention

5 __E‘EYE[_’Q_| _______ } _________ IVl |

Languag

Vision
input input

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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Flamingo gated cross-attention

G%) def gated_xattn_dense(

y, # input language features

x, # input visual features

alpha_xattn, # xattn gating parameter — init at ©.

alpha_dense, # ffw gating parameter — init at ©.

_______________________________

self attention 32[#
k=v=[v] } ﬂ f a=1vi

1
1
1
1
1
1
1
1
1
1
1
1
:
1
: """Applies a GATED XATTN-DENSE layer.""
:
1

@ :
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

LM layer -2

T # 1. Gated Cross Attention
tanh gating y = y + tanh(alpha_xattn) * attention(g=y, kv=x)
B GATED XATTN-DENSE FII:W # 2. Gated Feed Forward (dense) Layer
? y = y + tanh(alpha_dense) * ffw(y)

®

tanh gating
1

# Regular self-attention + FFW on language

y = y + frozen_attention(q=y, kv=y)

cross attention VRROR

return y # output visually informed language features

Y L L R S e=Ivl ___
Vision Language
input input

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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Flamingo masked attention

<B0S>Cute pics of my pets!<EOC/:<image>My puppy sitting in the grass <EOCi<image> My cat looking very dignified.IEOC>

— Processed text: <image> tags are inserted and special tokens are added

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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Flamingo masked attention

Oe (] i [EO (OH (NG b e i M b Ei 1 i T i I 2 S 2 2 2 2 2 pYi o)
Y <B0S> Cute pics of my pets!<EOC><image>My puppy sitting in the grass. <EOC><image>My cat looking very dignified.<EOC

T

tokenization

!

<B0S>Cute pics of my pets!<EOC><image>My puppy sitting in the grass.<EOC><image> My cat looking very dignified.<EOC>

— Processed text: <image> tags are inserted and special tokens are added

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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Flamingo masked attention

Masked cross_attention
K=v=[X]

1 e
I ]

L L LI DL L LD L L ] ] ] i (e

¢6900099011111 A ST R [ G ) 2 2 2 2 2 2 2 2 2 D f f
Y <B0S> Cute pics of my pets!<EOC><image>My puppy sitting in the grass. <EOC><image>My cat looking very dignified.<EOC> Vision Vision
Encoder Encoder

I ;

tokenization

!

<B0S>Cute pics of my pets!<EOC><image>My puppy sitting in the grass.<EOC><image> My cat looking very dignified.<EOC>

— Processed text: <image> tags are inserted and special tokens are added Image 1 Image 2

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.
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Flamingo full architecture

() Output: text

* Pretrained and frozen
Trained from scratch a very serious cat.
during Flamingo training T
‘ n-th LM block %
—
|
Perceiver Perceiver n-th GATED XATTN-DENSE
Resampler Resampler :
t f ;
1st LM block *
Vision Vision - f
Encoder Encoder 1st GATED XATTN-DENSE
* * Processed text
t <image> This is a very cute dog. <image> This is

Input: text and visual
data interleaved

This is a very cute dog.

Visual data L
processing 4
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Flamingo results

This is a picture of two teddy
bears on the moon.

What are they doing? @
They are having a conversation.
What object are they using? &
It looks like a computer.
Is this surprising? &
Yes, it is surprising.

Why is this picture surprising
to you? (&)

I think it is surprising because
teddy bears are not usually
found on the moon.

Ali Farhadi, Sarah Pratt

&)
3 G
V o
O
&)
What is the common thing
about these three images? ()
™ They are all flamingos.
What is the difference between
these three images? (3)
The first one is a cartoon, the
second one is a real flamingo,
and the third one is a 3D
™ model of a flamingo.

Lecture 16 - 66

This is an apple with a sticker
on it.

What does the sticker say?
The sticker says "iPod".
Where is the photo taken?

It looks like it’s taken in a
backyard.

Do you think it is printed or
handwritten?

It looks like it’s handwritten.
What color is the sticker?

It’s white.

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

Nov 19, 2024




Flamingo results

What is this type of learning called?

Input Prompt

This is a chinchilla.
They are mainly found
in Chile.

This is a shiba. They
are very popular in
Japan.

This is

What is the title of this
painting? Answer: The
Hallucinogenic
Toreador.

Where is this painting
displayed? Answer:

Louvres Museum, Paris.

What is the name of
the city where this was
painted? Answer:

UNDERGROUND

L 4

——

Output: "Underground"

'CONGRESS ;™

Output: "Congress"

Output:

B 1

2+1=3

56

5+6=11

o

Ali Farhadi, Sarah Pratt

Lecture 16 - 67

[ ™ Completion ]

~

-

a flamingo. They are
found in the
Caribbean and South
America.

Arles.

"Soulomes"

-

3x6=18

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

Nov 19, 2024




Flamingo results

Output: A propaganda

podsrtgsgnggtggnacgat Output: A pink room A portrait of Salvador
with a flamingo pool Output: — Dali with a robot
emperor Napoleon
. 3 float. head.
holding a piece of
cheese.
J
) ( o)
Les sanglots longs des
violons de 'automne . Pour qui sont ces Je suis un cceur qui
blessent mon coeur serpents qui sifflent sur E— bat
> | . pour vous.
d’une langueur \ vos tétes?
monotone. ) o
J " 4
) P
pandas: 3 dogs: 2 e giraffes: 4
J = 4
B I

, my favourite play is Dreams from my

I like reading , my favorite book is e

Hamlet. I also like Father.
. 4 - 4
P By V-
What happens to the
man after hitting the — he falls down.
ball? Answer:
& J J

Alayrac et al “Flamingo: a Visual Language Model for Few-Shot Learning. 2022.

Ali Farhadi, Sarah Pratt Lecture 16 - 68 Nov 19, 2024



Results: zero & few shot

< ~ £
< o~ o 8 o N g e & = < < 5} ©
Method FT Shot g g 8 Q E % % E §‘ S E % (?_,: g % <ﬂ§
& Q O 2 S = = e = 8 w > Ky z T &
S <
ast
[39] [124] [134] [64] [64] [145] [153] [871 [94] [94]
Zero/Few
shot SOTA X 43.3 38.2 32.2 35.2 - - - 19.2 12.2 - 39.4 11.6 - - 66.1 40.7
X (a6 4 0) () @ (0) () (0) ®© O
X 0 41.2 49.2 73.0 275 40.1 28.9 60.6 11.0 32.7 55.8 39.6 46.1 30.1 21.3 53.7 584
X 4 43.3 53.2 85.0 33.0 50.0 34.0 720 14.9 35.7 64.6 413 47.3 32.7 2245 536 -
Flamingo-3B X 8 44.6 55.4 90.6 37.0 54.5 384 717 19.6 36.8 68.0 40.6 47.6 324 239 547 -
X 16 45.6 56.7 95.4 40.2 57.1 433 734 23.4 374 73.2 40.1 47.5 31.8 252 553 -
X 32 45.9 57.1 99.0 42.6 59.2 455 71.2 25.6 37.7 76.7 41.6 00cC 30.6 26.1 56.3 -
X 0 44.7 51.8 79.4 30.2 39.5 28.8 61.5 13.7 352 55.0 4138 48.0 31.8 230 57.0 579
X 4 49.3 56.3 93.1 36.2 51.7 349 726 18.2 37.7 70.8 4238 50.4 33.6 247 627 -
Flamingo-9B X 8 50.0 58.0 99.0 40.8 55.2 394 734 23.9 40.0 75.0 434 51.2 33.6 258 639 -
X 16 50.8 59.4 102.2 445 58.5 43.0 72.7 27.6 415 77.2 424 51.3 33.5 27.6 645 -
X 32 51.0 60.4 106.3 47.2 57.4 440 728 29.4 40.7 77.3 412 00cC 32.6 284 63.5 -
X 0 50.6 56.3 84.3 35.6 46.7 31.6 67.2 17.4 40.7 60.1 39.7 52.0 35.0 26.7 46.4 60.8
X 4 57.4 63.1 103.2 41.7 56.0 39.6 75.1 23.9 441 745 424 55.6 36.5 30.8 68.6 -
Flamingo X 8 57.5 65.6 108.8 45.5 60.6 448 78.2 27.6 448 80.7 423 56.4 37.3 323 70.0 -
X 16 57.8 66.8 110.5 484 62.8 484 789 30.0 452 842 41.1 56.8 37.6 329 70.0 -
X 32 57.8 67.6 113.8 52.3 65.1 49.8 754 31.0 45.3 86.8 422 00C 379 33.5 70.0 -

54.4 80.2 143.3 47.9 76.3 57.2 67.4 46.8 354 138.7 36.7 75:2 54.7 252 754
[39] [150] [134] [32] [165] [70] [162] [57] [145] [142] [138] [87] (1471 [139] [60] -
(X) (10K) (444K) (500K) (27K) (500K) (20K) (30K) (130K) (6K) (10K) (46K) (123K) (20K) (38K) (9K)

Pretrained
FT SOTA

AN
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Results: zero & few shot

< N £
< o~ o 8 o N g e & = < < 5} ©
Method FT Shot g g 8 @ E % % E §‘ S g % % g % é
& Q O 2 S = = e = 8 w > Ky z T &
S <
)
[39]  [124] [134]  [64] [64]  [145] [153]  [87] [941  [94]
Zero/Few
shot SOTA. ¥ 433 P82 [3272] [352 - - - 192] 122 - 394 116 - - 66.1 407
x a6 |@ (0) (0) @] (© ©) (0) ©
X 0 412 492 [|730] [275] 401 289 60.6 [11.0] 327 558 396 461 30.1 213 53.7 584
X 4 433 [532] S5O0 33U 500 340 720 “TEY 357 646 413 473 327 224 536 -
Flamingo-3B X 8 446 554 906 370 545 384 717 19.6 368 680 406 476 324 239 547 -
X 16 56.7 954 402 571 433 734 234 374 732 401 475 318 252 553 -
X 32 75T 571 426 592 455 712 236 377 767 416 00C 306 261 563 -
x 0 447 518 [794] [302] 395 288 615 [137] 352 550 418 480 31.8 230 570 579
X 4 493 931 362 517 349 726 182 377 708 428 504 33.6 247 627 -
Flamingo9B X 8 50,0 580  99.0 408 552 394 734 239 400 750 434 512 336 258 639 -
X 16 59.4 1022 445 585 430 727 276 415 772 424 513 335 276 645 -
X 32 0 604 1063 472 574 440 728 294 407 773 412 00C 326 284 635 -
X 0 506 563 L%t;! g%s] 46.7 316 67.2 L%;gj 40.7 60.1 39.7 520 350 267 464 60.8
X 4 574 @ . : 56.0 396 75.1 9 441 745 424 556 365 308 686 -
Flamingo X 8 5 1088 455 60.6 448 78.2 27.6 448 80.7 423 564 373 323 700 -
X 16 66.8 1105 484 628 484 789 300 452 842 411 56.8 376 329 70.0 -
X 32 8 676 1138 523 651 498 754 31.0 453 868 422 O00C 379 335 700 -
—_ 544 802 1433 479 763 572 674 468 354 1387 367 752 547 252 754
slesm ¥ [39]  [150]  [134] [32] [165]  [70] [162]  [57]  [145] [142] [138] [87]  [147] [139] [60] -

(X) (10K) (444K) (500K) (27K) (500K) (20K) (30K) (130K) (6K) (10K) (46K) (123K) (20K) (38K) (9K)
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Foundation Models

Language Classification @ LM + Vision And More! Chaining
ELMo CLIP Flamingo Segment Anything LMs + CLIP
BERT CoCa GPT-4V Whisper Visual Programming
GPT Gemini Dalle
T5 Stable Diffusion
Imagen
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Segment Anything Model (SAM)

What does it mean to have a segmentation foundation model?

A‘ T A J J i o F‘V ' /
.:-——g—..? -i_ !_ :!‘;‘r:rj_ / E "‘ / t il affic light.96 L .>

 ——

Masking model trained on
dataset of specific number of
objects (80 in COCO)

Model outputs masks of all
"""""" objects in that image that is one
of the categories of interest

Images: He et al. Mask R-CNN. 2017
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Segment Anything Model (SAM)

What does it mean to have a segmentation foundation model?
RV / \\ \\. | == | . .
< VNN L 1| Masking model trained on a
| By dataset of a huge number of
categories

Model outputs mask of any
objects that the user cares
about

Images: Kirillov et al. Segment Anything. 2023.
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Segment Anything Model (SAM)

What does it mean to have a segmentation foundation model?
RV / \\ \\. | == | . .
< VNN L 1| Masking model trained on a
| By dataset of a huge number of
categories

How to get this?

Model outputs mask of any
objects that the user cares

about
How to know this?

Images: Kirillov et al. Segment Anything. 2023.
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How to know what to mask?

“Cats”
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Basic SAM Architecture

valid mask

lightweight mask decoder

! I

image
encoder
prompt
encoder
prompt image

Images: Kirillov et al. Segment Anything. 2023.

Ali Farhadi, Sarah Pratt
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SAM Architecture

image
encoder

—GP— mask decoder
= f f f

conv prompt encoder

image T T T T

embedding Mask  points  box text

Images: Kirillov et al. Segment Anything. 2023.

Ali Farhadi, Sarah Pratt

Lecture 16 - 77 Nov 19, 2024



Ambiguity in correct prompt

Images: Kirillov et al. Segment Anything. 2023.
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Ambiguity in correct prompt

Images: Kirillov et al. Segment Anything. 2023.
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SAM Architecture

image
encoder

—GP— mask decoder
= f f f

conv prompt encoder

image T T T T

embedding Mask  points  box text

Images: Kirillov et al. Segment Anything. 2023.

Ali Farhadi, Sarah Pratt
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Basic SAM Architecture

, score

mask decoder —
image | T T
encoder T

conv prompt encoder

image T T T T

embedding Mask points  box text

, score

, score

valid masks

1. Loss only calculated with respect to best mask
2. Model also trained to output confidence score for each mask

Images: Kirillov et al. Segment Anything. 2023.
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Segment Anything Model (SAM)

What does it mean to have a segmentation foundation model?
RV / \\ \\. | == | . .
< VNN L 1| Masking model trained on a
| By dataset of a huge number of
categories

How to get this?

Model outputs mask of any
objects that the user cares

about
How to know this?

Images: Kirillov et al. Segment Anything. 2023.
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Segment Anything Model (SAM)

® Images in dataset X
® masks in dataset
10M N
1B
2M
WV 3M
100K - — S— —_— 2M .
SA-1B Openlmages V5 LVIS Coco ADE20k ™ [ | — .
SA-1B Openlmages V5 LVIS COCO ADE20k

Image Source: https://segment-anything.com/
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Segment Anything Model (SAM)

| » annotate l

model data

train <

Segment Anything 1B (SA-1B):

* 1+ billion masks
* 11 million images

e privacy respecting ‘ gt \ b I
* licensed images 28

Images: Kirillov et al. Segment Anything. 2023.

Ali Farhadi, Sarah Pratt
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Segment Anything Model (SAM)

Assisted-manual stage

Model Predictions

Model is used to help annotators more

easily/quickly select object in images

Model

Annotators are able to adjust these
automated regions pixel by pixel

Training Data
4.3M masks from 120k images
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Segment Anything Model (SAM)

Semi-automatic stage

Model Predictions

Model is used to pre-fill “easy”
annotations
Model
Humans then add missing object
annotations

Training Data
5.9M masks in 180k images
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Segment Anything Model (SAM)

Fully automatic stage

Model Predictions

Model outputs all annotations on a large set of training data.

This is done by getting annotations for objects at every location
Model . . . "
of the image and then removing unconfident/duplicate
annotations

Humans validate random subsamples of annotations

Training Data
1.1B masks in 11M images
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SAM Results

,’ Y . R -
O AN S-S G Y m———]
== - . —_—\ o —
y A N < &
s A\ CL) © N\ - = =)
LA > [(Q, - — :
! . \ N SO
\ A - D)
< \ ( - L L ey
N N | — T [, X
Y \ L I 'Tree 4
/ A y - ““‘;":‘ S =
\ S y A L AN L ~ )
v A \ <
‘ A we 2
S
\ ‘ f

Image Source: Kirillov et al. Segment Anything. 2023
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SAM Results

Image Source: Kirillov et al. Segment Anything. 2023
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Zero-Shot with SAM

Image Source: https://segment-anything.com/

Ali Farhadi, Sarah Pratt Lecture 16 - 90 Nov 19, 2024



Zero-Shot with SAM

Image Source: https://segment-anything.com/
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Foundation Models

Language Classification @ LM + Vision And More! Chaining
ELMo CLIP Flamingo Segment Anything LMs + CLIP
BERT CoCa GPT-4V Whisper Visual Programming
GPT Gemini Dalle
T5 Stable Diffusion
Imagen
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CuPL (CUstomized Prompts via Language models)

A photo of a marimba
A photo of a viaduct
A photo of a papillon
A photo of a lorikeet

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.
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CuPL (CUstomized Prompts via Language models)

“A marimba is a large wooden percussion instrument that looks like a xylophone.”
“A is a bridge composed of several spans supported by piers or pillars.”
“A papillon is a small, spanlel-type dog with a Iong, S|Iky coat and fringed ears.”

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.
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CuPL (CUstomized Prompts via Language models)

“A marimba is a large wooden percussion instrument that looks like a xylophone.”
“A is a bridge composed of several spans supported by piers or pillars.”
“A papillon is a small, spanlel-type dog with a Iong, S|Iky coat and fringed ears.”

Lorikeet Marimba

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.
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CuPL (CUstomized Prompts via Language models)

( )
‘ A photo of a goldfish ‘
‘ A photo of a platypus ‘
[ i , |
) 4
¥ ¥
\

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.
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CuPL (CUstomized Prompts via Language models)

LLM-prompts: Image-prompts:

a Y a N
“What does a “A lorikeet is a small to medium-sized parrot with a brightly colored plumage.”
{lorikeet, marimba, ¢ < “A marimba is a large wooden percussion instrument that looks like a xylophone.”

papillon} “A is a bridge composed of several spans supported by piers or pillars.”
look like?” “A papillon is a small, spaniel-type dog with a long, silky coat and fringed ears.”

. J o S

Lorikeet | Marimba

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.
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CuPL (CUstomized Prompts via Language models)

- A
What does o plaups
looks like a
a platypus = i
Y beaver with
2
look like? a ducks bill
—~ )
‘ A photo of a goldfish ‘ Goldfish are small orange fish

with shiny scales

‘ A photo of a platypus ‘
[ - - | |

A platypus looks like a beaver

with a ducks bill
4
:

‘ ;

¥ ¥

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.
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CuPL (CUstomized Prompts via Language models)

ImageNet
DTD
Stanford Cars
SUN397
Food101
FGVC Aircraft
Oxford Pets
Caltech101
Flowers 102
UCF101
Kinetics-700
RESISC45
CIFAR-10
CIFAR-100
Birdsnap

std 75.54 55.20 77.53 69.31 93.08 32.88 93.33 93.24 78.53 77.45 60.07 71.10 95.59 78.26 50.43 |’
# hw 80 8 8 2 1 2 1 34 1 8 28 18 18 18 1

CuPL (base) | 76.19 58.90 76.49 72.74 93.33 36.69 93.37 93.45 78.83 77.74 60.24 68.96 95.81 78.47 51.11|"
A std +0.65 +3.70 -1.04 +3.43 +0.25 +3.81 +0.04 +0.21 +0.30 +0.29 +0.17 -2.14 +0.22 +0.21 +0.63
# hw 3 3 3 3 3 3 3 3 3 3 3 3 S 3 5

SN

Pratt et al “What does a platypus look like? Generating customized prompts for zero-shot image classification”. 2023.
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VisProg (visual programming)

Many Visual Question
Answering models which
have been trained to do
this type of task

Are there 3 people in the boat?

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.
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VisProg (visual programming)

LEFT:

Statement: The left and right image contains a total of six people and two boats.

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.
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VisProg (visual programming)

Train a new model for Write a python script with the
your task models you have

| output |

Multi-image
VQA model

General to 2 images now, but not beyond that

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.
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VisProg (visual programming)

LEFT: RIGHT:

Statement: The left and right image contains a total of six people and two boats.

|
GPT

— False

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.
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VisProg (visual programming

Instruction: Hide the face of Nicole Kidman with :p

Program:

OBJ@=Facedet (image=IMAGE)

OBJ1=Select(image=IMAGE, object=0BJ@, query=‘Nicole Kidman’)
IMAGE@=Emoji(image=IMAGE, object=0BJ1, emoji=‘face_with_tongue’)
RESULT=IMAGE®

Instruction: Create a color pop of the white Audi
Program:

0BJ0@=Seg(image=IMAGE)

OBJ1=Select(image=IMAGE, object=0BJ@, query=‘white Audi’)
IMAGE@=ColorPop(image=IMAGE, object=0BJ1)

RESULT=IMAGE®

In-context Examples
A

Instruction: Replace the red car with a blue car

Program:

0BJ@=Seg(image=IMAGE)

OBJ1=Select(image=IMAGE, object=0BJ@, query=‘red car’)
IMAGE@=Replace(image=IMAGE, object=0BJ1, prompt=‘blue car’)
RESULT=IMAGE®@

Instruction: Replace the BMW with an Audi and cloudy sky with clear sky

Program:
Prompt
Program

0BJ@=Seg(image=IMAGE)

OBJ1=Select(image=IMAGE, object=0BJ@, query=‘BMW’)
IMAGE@=Replace(image=IMAGE, object=0BJ1, prompt=‘Audi’)
0BJ1=Seg(image=IMAGE®)

OBJ2=Select(image=IMAGE®, object=0BJ1, query=‘cloudy sky’)
IMAGE1=Replace(image=IMAGE®, object=0BJ2, prompt=‘clear sky’)
RESULT=IMAGE1

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.
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VisProg (visual programming)

Image
Understanding

FaceDet
OWL-ViT DSFD (pypi) MaskFormer CLIP-ViT CLIP-ViT ViLT

Replace

Stable

|mage Diffusion

PIL.convert()
cv2.grabCut()

ColorPop

PIL.GaussianBlur()
cv2.grabCut()

PIL.rectangle()
PIL.text()

AugLy (pypi)

Manipulation
PIL.crop()

CropRight CropAbove CropBelow
PIL.crop() PIL.crop() PIL.crop() PIL.crop()

Knowledge
Retrieval

GPT3 \

Arithmetic
& Logical

eval() len() dict()

Ali Farhadi, Sarah Pratt

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.
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VisProg (visual programming)

[ Natural Language Visual Reasoning

LEFT:

Statement: The left and right image contains a total of six people and two boats.
Program:

ANSWER@=Vga(image=LEFT, question=‘How many people are in the image?’)
ANSWER1=Vqga(image=RIGHT, question=‘How many people are in the image?’)
ANSWER2=Vga(image=LEFT, question=‘How many boats are in the image?’)
ANSWER3=Vqga(image=RIGHT, question=‘How many boats are in the image?’)
ANSWER4=Eval( ‘{ANSWERO} + {ANSWER1} == 6 and {ANSWER2} + {ANSWER3} == 2’)
RESULT=ANSWER4

Prediction: False
- J

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.
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VisProg (visual programming)

 Factual Knowledge Object Tagging

IMAGE: Predlctlon IMAGE®

} ', Raj (93.2) -
 + i ?'
b LA Nwad(413

B ldll

Instruction: Tag the 7 main characters on the TV show Big Bang Theory

Program:

OBJ@=FaceDet (image=IMAGE)

LISTO=List(query=‘main characters on the TV show Big Bang Theory’, max=7)
OBJ1=Classify(image=IMAGE, object=0BJO@, categories=LISTO)

IMAGE@=Tag(image=IMAGE, object=0BJ]1)

RESULT=IMAGE®

N J
Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.
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VisProg (visual programming)

IMAGE: Prediction: IMAGE®

Instruction: Replace desert with lush green grass

Program:

OBJO=Seg(image=IMAGE)

OBJ1=Select(image=IMAGE, object=0BJO, query=‘desert’, category=None)
IMAGEO@=Replace(image=IMAGE, object=0BJ1, prompt=‘lush green grass’)
RESULT=IMAGE®

Gupta et al “Visual Programming: Compositional visual reasoning without training”. 2023.
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Summary

Large Scale
Diverse
Dataset

Foundation :;
Model

Ali Farhadi, Sarah Pratt
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IMAGENET

DATASET RESNET101 CLIPVIT-L

- * S
g B Y o J N Font

2. Create dataset classifier from label text { | it E 7600 76,20

~ . '0 . 0

ImageNet

B N B =
" e TS
i ! % ,
aphoto of Text i > v NS — 64.3% 70.1%
a {object}.

Encoder ImageNet V2

aellslQd = —

ImageNet Rendition

L B =, P
_ ; x L RSB
3. Use for zero-shot prediction AN :‘s‘\‘ Jo2by

T T O I i B . LN 326% 72.3%

ObjectNet
Image R X ;i' )
Encoder L L LT, LT I Ty 4b / /” %} — —
g < 25.2% 60.2%
ImageNet Sketch

a;;l':;;;of E"" &A ,m” % B m AL
Y, s | T A 77.1%

ImageNet Adversarial
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Summary

Ali Farhadi, Sarah Pratt

Lecture 16 - 111

Input Prompt ] [ ™ Completion ]
- B (5
This is a chinchilla. This is a shiba. They & ﬂag:;g:ixz ik
They are mainly found are very popular in This is Caribbean and South
in Chile. Japan. America
J A8 J
V3 7
Wl.lat.is 2he g o'f A Where is this painting What is the name of
painting? Answer: The displayed? Answer: the city where this was Arles.
Hallucinogenic Louvres Museum, Paris. painted? Answer:
Toreador.
J/ - g
<
Output: "Underground" ICONGRESS :Zz‘ Output: "Congress" Output: "Soulomes"
L ) L J
N s N
B 1 2+1=3 e 5+6=11 XS 3x6=18
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Summary

=0
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Summar

( \ Instruction: Hide the face of Nicole Kidman with :p
Program:
What d A platypus 0BJ@=Facedet (image=IMAGE)
a oes | k |k OBJ1=Select(image=IMAGE, object=0BJ@, query=‘Nicole Kidman’)
a Ia.t us » OOKS lIke a IMAGE@=Emoji(image=IMAGE, object=0BJ1, emoji=‘face_with_tongue’)
p yp beaver W|th RESULT=IMAGE®@

ike?
look like? a ducks bill

Instruction: Create a color pop of the white Audi
Program:

0BJ0@=Seg(image=IMAGE)

OBJ1=Select(image=IMAGE, object=0BJ@, query=‘white Audi’)
IMAGE@=ColorPop(image=IMAGE, object=0BJ1)

RESULT=IMAGE®

Goldfish are small orange fish
with shiny scales

In-context Examples
A

Instruction: Replace the red car with a blue car

. Program:

A.platypus Iooll<s like a beaver S T e

\/\/[Th a dU(‘,kS b||| 0OBJ1=Select(image=IMAGE, object=0BJ@, query=‘red car’)
IMAGE@=Replace(image=IMAGE, object=0BJ1, prompt=‘blue car’)
RESULT=IMAGE®

‘ ‘ Instruction: Replace the BMW with an Audi and cloudy sky with clear sky
Program:

Text encoder

Image encoder

$ $

Program

0BJ0@=Seg(image=IMAGE)

OBJ1=Select(image=IMAGE, object=0BJ@, query=‘BMW’)
IMAGE@=Replace(image=IMAGE, object=0BJ1, prompt=‘Audi’)
0BJ1=Seg(image=IMAGE®)

0BJ2=Select(image=IMAGE®, object=0BJ1, query=‘cloudy sky’)
IMAGE1=Replace(image=IMAGE®, object=0BJ2, prompt=‘clear sky’)
\_ J RESULT=IMAGE1l
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Next time: Generative models
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