
 

Game Theory Basics continued
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Summary so far
• A Nash equilibrium is a set of stable (possibly mixed) strategies.
• Stable means that no player has an incentive to deviate given what the 

other players are doing.
• Pure equilibrium: there may be none, unique or multiple. Can be identified 

with “best response diagrams”.
• A joint mixed strategy for n players:

• A probability distribution for each player (possibly different)

• It is an equilibrium if
• For each player, their distribution is a best response to the others.
• Only consider unilateral deviations.
• Everyone knows all the distributions (but not the outcomes of the coin flips).

• Nash’s famous theorem: every game has a mixed strategy equilibrium.



Issues

• Does not suggest how players might choose between different 
equilibria
• Does not suggest how players might learn to play equilibrium.
• Does not allow for bargains, side payments, threats, collusions, “pre-

play” communication.

• Computing Nash equilibria for large games is computationally 
difficult.
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Other issues

• Relies on assumptions that might be violated in the real world
• Rationality is common knowledge.
• Agents are computationally unbounded.
• Agents have full information about other players, payoffs, etc.

behavioral questions



Zero-sum games

Penalty Kicks:

Row player is Kicker: chooses to kick either 
to left or right of other player.

Column player is Goalie: simultaneously, 
chooses to dive left or right.
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Summary – zero-sum games

• Zero-sum games have a “value”.
• Optimal strategies are well-defined. 
• Maximizer can guarantee a gain of at least V by playing p*
• Minimizer can guarantee  a loss of at most V by playing q*.
• This is a Nash equilibrium.
• In contrast to general-sum games, optimal strategies in zero-sum 

games can be computed efficiently (using linear programming).
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Extensive Form Games



Tic tac toe



Extensive-form games with perfect 
information
• When moving, each player is 

aware of all previous moves 
(perfect information).
• A (pure) strategy for player i is a 

mapping from player i’s nodes to 
actions.
• Nash equilibrium, as before.
• In finite, perfect info game, can 

find one by backwards induction.
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Conversion to 
normal form
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Mutual Assured Destruction

• Two countries, A and B, each possess 
nuclear weapons
• A is aggressive, B is benign
• A chooses between two options: 

• Escalate arms race
• Do nothing/maintain the peace.

• If A escalates, then B has two 
options:
• Retaliate
• Back down
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Centipede: Pot of money that starts out with $4, and increases by $1 each 
round.
Two players take turns: The player whose turn it is can split the pot in his favor 
(and end the game) or allow the game to continue.
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Uncertainty about game


