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Announcements

• Final project due Tue, Dec 12 @ 11:59pm
– No late days

• Please let us know asap if your late days seem incorrect

• Reminder re: today’s office hours
– We do have office hours at 3pm
– We do not have office hours at 5pm
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Emerging Topics Part 2

1. Machine learning security and privacy
2. Generative AI
3. Technology-enabled mis/disinformation
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(1) Machine Learning Security & Privacy
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Probably unsurprising: Large and growing field!

Example attacks:
• Adversarial examples
• Model inversion



Deep Neural Networks Can Fail

“panda”
57.7% confidence

“gibbon”
99.3% confidence

Image Courtesy: 
OpenAI
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Explaining and Harnessing Adversarial Examples, Goodfellow et al., arXiv 1412.6572, 2015
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Slide courtesy of Ivan Evtimov

“adversarial examples”



Kurakin et al. "Adversarial examples in the physical world." arXiv preprint arXiv:1607.02533 (2016).

...if adversarial images are printed out

Deep Neural Networks Can Fail...

Slide courtesy of Ivan Evtimov



Sharif et al. "Accessorize to a crime: Real and stealthy attacks on state-of-the-art face recognition." Proceedings of the 2016 ACM 
SIGSAC Conference on Computer and Communications Security. ACM, 2016.

...if an adversarially crafted physical object is introduced

Deep Neural Networks Can Fail...

This person wearing an 
“adversarial” glasses 
frame...

...is classified as this 
person by a state-of-the-
art face recognition 
neural network.

Slide courtesy of Ivan Evtimov



Physical Adversarial Examples
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[from Eykholt, Evtimov, et al., CVPR 2018]

Demo:
https://www.youtube.com/watc

h?v=1mJMPqi2bSQ

Idea: make the perturbation 
appear as vandalism

Subtle 
Poster

Camouflage 
Sticker

https://www.youtube.com/watch?v=1mJMPqi2bSQ


Model Inversion

“Given access to a machine learning 
model, can an adversary reconstruct 
the model's training data?” [Balle et al. 2022]

Example: Exploiting confidence values 
revealed with predictions to do gradient 
descent on input values [Fredrikson et al., 2015]

Example: “memorization” by language models. For example,               
“My credit card is…” autocompleted with sensitive data.
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(2) Generative AI

• Large language models: BERT, GPT-4, etc.
• Text-to-image models: DALL-E, Stable Diffusion, etc.
• Code generation: GitHub CoPilot, etc.
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Reminder: if you use 
something like ChatGPT
in this course, please 
disclose it and share 
your prompts/process! 
And beware of missing 
out on learning goals…

https://chat.openai.com/


Potential Misuses, Harms, and Concerns

• Disinformation (text and images)
• Inclusion of private or copyrighted 

information in models
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https://glaze.cs.uchicago.edu/

https://glaze.cs.uchicago.edu/


Potential Misuses, Harms, and Concerns

• Disinformation (text and images)
• Inclusion of private or copyrighted 

information in models
• Insecure code generation
• Bias, hate, problematic content

– Current approach is whack-a-mole

• Prompt injection
• How to design systems on top of these 

models?
• …
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From: https://twitter.com/zswitten/status/1598088267789787136

https://twitter.com/zswitten/status/1598088267789787136


Prompt Injection
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[from Greshake et al., 2023: arXiv:2302.12173] https://twitter.com/random_walker/
status/1636923058370891778

https://twitter.com/random_walker/status/1636923058370891778


(3) Technology-Enabled Disinformation
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Serious Potential Consequences
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Many Types of “False News”
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From Claire Wardle, https://medium.com/1st-draft/fake-news-its-complicated-d0f773766c79

https://medium.com/1st-draft/fake-news-its-complicated-d0f773766c79


What’s New? 
The Technology, Not the Incentives

• How content is created
– Scale and democratization
– Automated fake content creation (e.g., “Deep Fakes”)

• How content is disseminated
– Scale and democratization
– Tracking and targeting
– Algorithmic curation
– Anonymity and bots
– Immediate reach and feedback

• How content is consumed
– Attention economy
– Filter bubbles
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Not Just a Technical Problem:
Human Cognitive Vulnerabilities
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(e.g., confirmation bias, backfire effect [maybe])



Lots of research on it these days

• Spans far beyond computer science!
• E.g., see UW’s Center for an Informed Public
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WRAP-UP
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This Quarter
• Overview of:

– Security mindset
– Software security
– Cryptography
– Web security
– Web privacy
– Authentication
– Mobile platform security
– Usable security
– Physical security
– Anonymity
– Smart home security
– Side channels
– Security for emerging tech
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Lots We Didn’t Cover…
• Really deep dive into any of the above topics
• (Most) Network security
• (Most) Traditional OS security
• (Most) Recent attacks/vulnerabilities
• (Most) Specific protocols (e.g., SSL/TLS, Kerberos)
• Access control
• Spam
• Malware / Bots / Worms
• Social engineering
• Cryptocurrencies (e.g., Bitcoin)
• Other emerging technologies
• …
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Thanks for a great quarter!

• Stay in touch
I’m always happy to answer questions or point you in directions on S&P J

• Not ready to be done?
– CSE 426 Cryptography 
– CSE 481S Security Capstone in the spring
– CSE 564 Graduate Computer Security
– TAing for 484

• Please fill out course evaluation: 
https://uw.iasystem.org/survey/279795
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https://uw.iasystem.org/survey/279795

