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Goals for Today

 Protocol Rollback Attacks (in SSL)
 Network security 

 HW2
 Lab 3
 HW 3 (EC)



What is SSL / TLS?

Transport Layer Security (TLS) protocol, version 1.2
• De facto standard for Internet security
• “The primary goal of the TLS protocol is to provide privacy 

and data integrity between two communicating applications”
• In practice, used to protect information transmitted between 

browsers and Web servers (and mail readers and ...)
• https://datatracker.ietf.org/wg/tls/ 

Based on Secure Sockets Layers (SSL) protocol, version 
3.0
• Same protocol design, different algorithms

Ubiquitously deployed in commercial Web browsers



TLS Basics

TLS consists of two protocols
• Familiar pattern for key exchange protocols

Handshake protocol
• Use public-key cryptography to establish a shared 

secret key between the client and the server
Record protocol

• Use the secret key established in the handshake 
protocol to protect communication between the client 
and the server

We will focus on the handshake protocol



TLS Handshake Protocol

Two parties: client and server
Negotiate version of the protocol and the set of 

cryptographic algorithms to be used
• Interoperability between different implementations of the 

protocol
Authenticate client and server (optional)

• Use digital certificates to learn each other’s public keys 
and verify each other’s identity

Use public keys to establish a shared secret



Handshake Protocol Structure

C

ClientHello

ServerHello, 
[Certificate],
[ServerKeyExchange],
[CertificateRequest],
ServerHelloDone

S[Certificate],
ClientKeyExchange,
[CertificateVerify]

Finished
switch to negotiated cipher

Finished

switch to negotiated cipher
Record of all sent and 
received handshake messages



ClientHello

C

ClientHello

S

Client announces (in plaintext):
• Protocol version
• Supported Cryptographic algorithms



ServerHello

C

C, Versionc, suitec, Nc

ServerHello

S
Server responds (in plaintext) with:
• Highest protocol version supported by  
   both client and server
• Strongest cryptographic suite selected
   from those offered by the client



ServerKeyExchange

C

Versions, suites, Ns,

ServerKeyExchange

SServer sends public-key certificate
containing either RSA, or
Diffie-Hellman public key 
(depending on chosen crypto suite)

C, Versionc, suitec, Nc



ClientKeyExchange

C

Versions, suites, Ns,

sigca(S,Ks),

“ServerHelloDone”

S

C, Versionc, suitec, Nc

ClientKeyExchange

Client generates some secret key material
and sends it to the server encrypted with
the server’s public key (if using RSA)



“Core” SSL 3.0 Handshake (Not TLS)

C

Versions=3.0, suites, Ns,

sigca(S,Ks),

“ServerHelloDone”

S

C, Versionc=3.0, suitec, Nc

{Secretc}Ks

switch to key derived
from secretc, Nc, Ns

If the protocol is correct, C and S share
some secret key material (secretc) at this point

switch to key derived
from secretc, Nc, Ns



Version Rollback Attack

C

Versions=2.0, suites, Ns,

sigca(S,Ks),

“ServerHelloDone”

S

C, Versionc=2.0, suitec, Nc

{Secretc}Ks

C and S end up communicating using SSL 2.0 
(weaker earlier version of the protocol without finished 

message from client)

Server is fooled into thinking it 
is communicating with a client 
who supports only SSL 2.0



SSL 2.0 Weaknesses (Fixed in 3.0)

Cipher suite preferences are not authenticated
• “Cipher suite rollback” attack is possible

SSL 2.0 uses padding when computing MAC in 
block cipher modes, but padding length field is not 
authenticated
• Attacker can delete bytes from the end of messages

MAC hash uses only 40 bits in export mode
No support for certificate chains or non-RSA 

algorithms, no handshake while session is open



Protocol Rollback Attacks

Why do people release new versions of security 
protocols? Because the old version got broken!

New version must be backward-compatible
• Not everybody upgrades right away

Attacker can fool someone into using the old, 
broken version and exploit known vulnerability
• Similar: fool victim into using weak crypto algorithms

Defense is hard: must authenticate version in early 
designs

Many protocols had “version rollback” attacks
• SSL, SSH, GSM (cell phones)



Version Check in SSL 3.0 (Approximate)

C

Versions=3.0, suites, Ns,

sigca(S,Ks),

“ServerHelloDone”

S

C, Versionc=3.0, suitec, Nc

{Versionc,Secretc}Ks

If the protocol is correct, C and S share
some secret key material secretc at this point

“Embed” eight 3s into left 
side of this secret if server 
said Versions=2.0

If “embedded” version information includes 
eight 3s but server supports version 3, issue 
error.

switch to key derived
from secretc, Nc, Ns

switch to key derived
from secretc, Nc, Ns

2

2



SSL/TLS Record Protection

Use symmetric keys
established in handshake protocol



Internet Infrastructure

local network

Internet service
provider (ISP)

backbone

ISP

local network

 TCP/IP for packet routing and connections
 Border Gateway Protocol (BGP) for route discovery
 Domain Name System (DNS) for IP address discovery



Network
Admin

(Some) Entities

Server
Intermediate

ISPsUser



(Some) Goals

• Service (can get to Internet)

• Privacy (middle-entities shouldn’t know 
what communicating or with whom)

• Fairness (e.g., get service I paid for)

• Integrity (can’t impersonate me, modify 
my data)

• Safety (network shouldn’t attack me)

User



(Some) Goals

• Service (clients can get to Internet)

• Performance (network works well)

• Identity (know what’s on network)

• Safety (no one launching attacks)

• Accountability (can find bad users)

Network
Admin



(Some) Goals

• Service (deliver traffic -> earn $$)

• Reliability & Performance (network 
works well)

• Integrity of delivered traffic (can bill 
customers properly, you’re not over-
charged by providers)

Intermediate
ISPs



(Some) Goals

• Service (deliver traffic -> earn $$)

• Reliability & Performance (network 
works well)

• Analytics (better delivery)

• Accounting (can bill customers 
properly)

• Safety (not being attacked)

Server



Network
Admin

(Some) Malicious Goals

Server
Intermediate

ISPs

Launch 
undetectable 

attacks

Probe for 
vulnerabilities

Spy on/tamper with traffic

Impersonate servers/users

Spy on
users

Identify 
anonymous

users

User



OSI Protocol Stack

application

presentation

session

transport

network

data link

physical

IP

TCP, UDP, ICMP

email, Web, NFS

RPC

Ethernet



Data Formats

Application data

dataTCP
header dataTCP

header dataTCP
header

dataTCP
header

IP
header

dataTCP
header

IP
header

Ethernet
header

Ethernet
trailer

application
layer

transport
layer

network
layer

data link
layer

message

segment

packet

frame



IP (Internet Protocol)

Connectionless
• Unreliable, “best-effort” protocol

Uses numeric addresses for routing
• Typically several hops in the route

Alice’s computer

Alice’s ISP

Bob’s ISP

Bob’s computer

Packet
Source 128.83.130.239

171.64.66.201Dest
128.83.130.239

171.64.66.201



TCP (Transmission Control Protocol)

Sender: break data into packets
• Sequence number is attached to every packet

Receiver: reassemble packets in correct order
• Acknowledge receipt; lost packets are re-sent

Connection state maintained on both sides

book
remember received pages

and reassemblemail each
page



UDP (User Datagram Protocol)

Sender: break data into packets
• Sequence number - maybe? If Application wants them

Receiver: receive packets
• No acknowledgement
• Dropped packets are skipped - no retransmission

video
stream frames to 

applicationmail each
frame



ICMP (Control Message Protocol)

Provides feedback about network operation
• “Out-of-band” messages carried in IP packets
• Error reporting, congestion control, reachability, etc.

Example messages:
• Destination unreachable
• Time exceeded
• Parameter problem
• Redirect to better gateway
• Reachability test (echo / echo reply)
• Message transit delay (timestamp request / reply)



Network
Admin

(Some) Malicious Goals

Server
Intermediate

ISPs

Launch 
undetectable 

attacks

Probe for 
vulnerabilities

Spy on/tamper with traffic

Impersonate servers/users

Identify 
anonymous

users

User



Detecting attacks

Launch 
undetectable 

attacks

• Problem: IP packets contain 
source IP address

• Solution: Spoof IP address

User



Inferring DDOS (Moore, 
Voelker, Savage ’01)

Attack

Backscatter

Attacker

Victim

B

C

D

VB C VD V

SYN packets

Figure 1: An illustration of backscatter in action. Here the
attacker sends a series of SYN packets towards the victim V,
using a series of random spoofed source addresses: named C,
B, and D. Upon receiving these packets the victim responds by
sending SYN/ACKs to each of spoofed hosts.

Again, these ICMP messages are sent to the randomly
spoofed source address.
Because the attacker’s source address is selected at

random, the victim’s responses are equi-probably dis-
tributed across the entire Internet address space, an in-
advertent effect we call “backscatter”2. This behavior is
illustrated in Figure 1.

3.1 Backscatter analysis

Assuming per-packet random source addresses, reliable
delivery and one response generated for every packet in
an attack, the probability of a given host on the Internet
receiving at least one unsolicited response from the vic-
tim is during an attack of packets. Similarly, if one
monitors distinct IP addresses, then the expectation of
observing an attack is:

By observing a large enough address range we can ef-
fectively “sample” all such denial-of-service activity on
the Internet. Contained in these samples are the identity
of the victim, information about the kind of attack, and a
timestamp from which we can estimate attack duration.
Moreover, given these assumptions, we can also use the
average arrival rate of unsolicited responses directed at
the monitored address range to estimate the actual rate

2We did not originate this term. It is borrowed from Vern Paxson
who independently discovered the same backscatter effect when an at-
tack accidentally disrupted multicast connectivity by selecting global
multicast addresses as source addresses [20].

of the attack being directed at the victim, as follows:

where is the measured average inter-arrival rate of
backscatter from the victim and is the extrapolated at-
tack rate in packets-per-second.

3.2 Address uniformity

The estimation approach outlined above depends on the
spoofed source addresses being uniformly distributed
across the entire IP address space. To check whether a
sample of observed addresses are uniform in our moni-
tored address range, we compute the Anderson-Darling
(A2) test statistic [9] to determine if the observations
are consistent with a uniform distribution. In particular,
we use the implementation of the A2 test as specified in
RFC2330 [19] at a 0.05 significance level.

3.3 Analysis limitations

There are three assumptions that underly our analysis:

Address uniformity: attackers spoof source ad-
dresses at random.

Reliable delivery: attack traffic is delivered reliably
to the victim and backscatter is delivered reliably to
the monitor.

Backscatter hypothesis: unsolicited packets ob-
served by the monitor represent backscatter.

We discuss potential biases that arise from these assump-
tions below.
Key among our assumptions is the random selection of

source address. There are three reasons why this assump-
tion may not be valid. First, some ISPs employ ingress
filtering [12, 5] on their routers to drop packets with
source IP addresses outside the range of a customer’s net-
work. Thus, an attacker’s source address range may not
include any of our monitored addresses and we will un-
derestimate the total number of attacks.
“Reflector attacks” pose a second problem for source

address uniformity. In this situation, an attacker “laun-
ders” the attack by sending a packet spoofed with the
victim’s source address to a third party. The third party
responds by sending a response back towards the victim.
If the packets to the third partie are addressed using a
broadcast address (as with the popular smurf or fraggle
attacks) then third parties may further amplify the attack.
The key issue with reflector attacks is that the source ad-
dress is specifically selected. Unless an IP address in the
range we monitor is used as a reflector, we will be unable


