
Technical Writing for Data 
Science
CSE481DS Data Science Capstone
Tim Althoff

Announcements: 
• Next week Tue: Final project presentations
• Video recording of 10 min or less, followed by feedback
• Expect ~85% of final report materials, including main findings and telling the story
• Ask for feedback where you need it for finishing your final report (due Sunday)
• Remember: Course participation & feedback to others is part of your grade

• Next week Sun: Final report due
• New section on Ethical Considerations

• Also due on Sun:
• Summary of Individual Contribution to Project 
• Final Reflection
• (optional) Project product for difference audience



Who cares?
(or, “why shouldn’t I spend this lecture quietly doing homework?”)

￭ Nobody will know what you did if you can’t communicate it

▪ because you can’t have 1:1 conversations with everyone, you have to 
write it down

￭ Writing plays a major role in how someone judges your idea

▪ if your writing is very unclear, people will not trust your argument

￭ Writing can change your research

▪ it’s an organizational tool that can point out flaws in your research 
and tell you which experiments or analyses you’re missing

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Context
￭ Writing style depends strongly on the field 

and audience.
￭ Today’s lecture focuses on data science, data 

mining, ML, NLP venues. 
￭ While we focus on academic (paper) writing 

here, the same principles apply to any other 
technical communication including reports, 
blog posts, executive summaries, etc.

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Bad at writing?

￭ Writing is a skill. Skills require practice.
▪ You will get better by doing (and being bad at first)
▪ You will get better by getting feedback
▪ You will get better by reading good writing!

￭ Not a native English speaker?
▪ Not a problem!
▪ Good research writing is about good ideas and clear 

thinking, not a big mental lexicon

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



But first
Before you write a word



Your goal
￭ You are writing for your readers.

▪ To convey a message
￭ To teach your reader something

￭ To convince your reader of something

￭ To explain how you reached your conclusion 

▪ Be clear, even at the cost of precision
▪ Not your job: to show how clever you are

￭ You are not primarily writing for you. But you are kind of 
writing for you (more on this later)

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Your message
￭ Figure out what your message is. Keep it in mind.
￭ Make sure the reader knows what this is. Be 100% 

explicit.
▪ “The main idea of this paper is…”

▪ “The goals of this article are to characterize the core ideas of X and 
provide a taxonomy of various approaches.”

▪ “In this section we present the main contributions of this paper…”

￭ This belongs at the beginning of the paper (more later)
￭ Good ideas that are not distilled = bad paper!

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Tale of 2 cites
Mendelian genetics (Gregor Mendel, 1822-1844) 

￭ the prevailing belief at the time was in only “blended” inheritance
▪ the two parents’ traits are blended, in the way that two color paints might be

￭ 10 year research study on inheritance in pea plants, wrote up findings (~40 page paper) 
and presented them

▪ followed 3 generations + 3 hybrid generations
▪ identified multiple characteristics with discrete classes (e.g. “white flower” vs. “purple flower”)
▪ derived patterns of inheritance for those traits
▪ explained “skipping generations”

Main idea: genetics for many 
traits in pea plants is discrete, 
and follows consistent rules of 
dominance   



Tale of 2 cites
Transformers (Vaswani, et al., 2017) 
￭ most common architectures at the time were vanilla 

RNNs and LSTMs (long short term memory networks)
￭ released in August 2017 but not widely adopted until 

2019 (after BERT, around GPT2)
￭ paper was on neural machine translation tasks

Main idea: our new architecture 
(Transformers) outperform the existing 
architectures on NMT tasks (and 
therefore should be adopted and/or 
studied further)



Your Reader
To successfully communicate to someone, you should know:
￭ What do they know? 

▪ Vocabulary and Notation
▪ Concepts
▪ Prior Work / State of the art

￭ What do they think?
▪ Opinions
▪ Common assumptions

￭ What do they expect?
▪ Format and Style
▪ Other conventions

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

What do I need to explain?

What do I need to address?

How should this look?



Respect your Reader
Anything you’ve seen another author do that makes their paper 
hard to read – don’t do that:
￭ Don’t bore your reader – do get to the point
￭ Don’t make the reader work more than necessary — do organize your 

writing logically
￭ Don’t be too harsh — do treat people’s theories, methods, models, etc. 

with respect 
￭ Don’t belabor – do make your point well and thoroughly, and move on
￭ Do not overestimate your readers

▪ We are not as knowledgeable as you!
▪ We will read your paper in minutes, hours, or days … You have worked on it for 

weeks, months, or years!
Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Who is Your Reader?
￭ Conference paper

▪ (home conference) you, if you spent the last year doing something else
▪ (a new conference) pick an author who publishes there, and imagine 

them reading the paper
￭ Journal article

▪ someone working in the journal subfield, but on different problems
￭ Dissertation / Book

▪ someone from a broad field (Computer Science, Physics) in the future
￭ Trick: Imagine reading your dissertation in 10 years

￭ Anything you depend on that is “hot right now” needs to be contextualized and 
explained in terms of stable common ground

Your paper in this class ≃ DS conference paper
Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Tale of 2 cites
Mendelian genetics
￭ primarily wrote for: other scientists interested in 

inheritance at the time
￭ was read by: generations of scientists studying genetics
Transformers
￭ primarily wrote for: NLP researchers, especially MT 

researchers, in 2017
￭ was read by: the entirety of a massive ML field, including 

non-researchers



Questions you need to answer
￭ Why is this paper important?

▪ Are you introducing a new problem?

￭ Is the problem obviously important?

￭ Do you need to convince them it’s 
important?

▪ Are you introducing a new technique?

￭ Benefits relative to alternative techniques

￭ Costs relative to alternative techniques 
[be honest]

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

￭ What is difficult to 
understand?
▪ Algorithms [correctness, 

complexity]

▪ Theorems [proofs, intuitions]

▪ Models [assumptions]

▪ Process [data, steps, 
dependencies]



Tale of 2 cites
Mendelian genetics
￭ New theory & supporting experiments
￭ Hardest to explain

▪ experimental design
▪ conclusions

Transformers (NLP) 
￭ New technique
￭ Hardest to explain

▪ architecture
▪ implementation/experimental details



Structure [conference paper]

￭ Title (1000 readers)
￭ Abstract (4-8 sentences, 100 readers)
￭ Introduction (1 page, 100 readers)
￭ The problem (1 page, 10 readers)
￭ Our idea (2 pages, 10 readers)
￭ The details (5 pages, 3 readers)
￭ Related work (1-2 pages, 10 readers)
￭ Conclusions and further work (0.5 pages)

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Structuring a Paper: From old to new
￭ Start with the known 

▪ Identify a practical problem in need of solving
▪ Identify an example illustrating some unexplained phenomenon

￭ unexplained pattern of results
￭ inconsistency between theory and reality, or among existing theories or findings

￭ Progress logically to new material
▪ What is your proposed solution/explanation?
▪ How do you express your solution formally and in relation to past work?
▪ Why did you choose this solution?
▪ What did you do to realize this solution (experiment, proof, etc.)?
▪ Results
▪ Analysis

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Structuring a Paper: Logical flow
￭ What is logical structure?

▪ Getting to the main ideas in the most direct way
￭ What is not logical structure?

▪ Recapitulating how you (or the field) got to an idea
￭ “First I ran this experiment, and then it didn’t work but I don’t know why, 

so I ran this one, and then I was confused so I ran this one, which told 
me <x>, so then I compared it to this other thing…” 

▪ Building a paper around your own anxieties
￭ “Here are all the ways I’ve been criticized and my arguments against 

them, please believe me.”

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Writing for you

What part of this is supposed to be helpful for you?

Writing:
▪ helps you clarify and organize your ideas

▪ helps you evaluate your work (e.g., shows you what you’re 
missing)

▪ enables you to get feedback from others (more later)



Introduction and Abstract
or, the only parts that 

99% of readers will look at
(of course we read project reports in detail :))  



The Introduction
￭ Identify the problem you are solving
￭ Clearly list your contributions

▪ Your contributions drive the structure of the whole paper
▪ For a survey paper: Your contribution is a convenient way of 

understanding a bunch of related techniques / problems
▪ You don’t need to list everything

￭ For an 8-page paper: intro gets one page
▪ Longer paper -> longer intro

but it’s not a linear growth

Do not make the reader guess what your contributions are!

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



How to structure your introduction
￭ Following Jennifer Widom’s “patented five-point structure for 

Introductions”
￭ Also works for abstracts (~1 sentence instead of ~1 paragraph)

1. What is the problem?
2. Why is it interesting and important?
3. Why is it hard? (E.g., why do naive approaches fail?)
4. Why hasn't it been solved before? (Or, what's wrong with previous 

proposed solutions? How does mine differ?)
5. What are the key components of my approach and results? (Or, what are 

your key contributions?) Also include any specific limitations.

There are no rules about how much space each question gets.

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

https://cs.stanford.edu/people/widom/paper-writing.html#intro
https://cs.stanford.edu/people/widom/paper-writing.html#intro


Don’t: “the rest of this paper is …”
￭ Not a laundry list: 

￭ Instead, use forward references from the narrative in 
the introduction.  
The introduction should give a road map of the whole 
paper, and therefore forward reference every 
important part.

“The rest of this paper is structured as follows.  
Section 2 introduces the problem.  Section 3 ...  
Finally, Section 8 concludes”.

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



They didn’t mention the 
conclusion!

Problems of standard 
approach
that they are solving.

Tim Althoff, UW CSE481DS: Data Science Capstone, 
http://www.cs.washington.edu/cse481ds

Map of the paper with 
forward references

The current standard 
approach



Tale of 2 cites: Mendel

Prior 
approaches This work

& difficultiesContext



Tale of 2 cites: Transformers

Prior approaches

& difficulties

This work



An example focusing on “this work”

Look at all of 
these forward 
references



Abstracts
￭ Abstracts typically follow the structure of the introduction 

closely
￭ They should answer the same questions as the 

introduction but are more brief
￭ This brevity should eliminate a lot of details, but should 

retain every major point
￭ Trick: write the introduction, then summarize each paragraph or idea 

into one sentence for an abstract. Or,
￭ Write the abstract first, giving each point one sentence, then expand 

each sentence into a paragraph or several.

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Science paper abstracts

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

Intro for broad audience

What is the problem?

What are main results?

What do results add?

Implications



Label the abstract

Tim Althoff, UW CSE481DS: Data Science Capstone, 
http://www.cs.washington.edu/cse481ds

Identify the:

Problem

Solution

Main results



Tale of 2 cites: Transformers
Identify the:

Problem

Solution

Main results



Tale of 2 cites: Mendel

Prior 
approaches This work

& difficultiesContext



Tale of 2 cites: Mendel



Related Works
how you fit in to the field



Structure [Conference Paper]
￭ Abstract (4 sentences)
￭ Introduction (1 page)

￭ Related work
￭ The problem (1 page)
￭ My idea (2 pages)
￭ The details (5 pages)
￭ Related work (1-2 pages)
￭ Conclusions and further work (0.5 pages)

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Related work at the beginning?

Your reader Your idea

We adopt the notion of transaction 
from Brown [1], as modified for 
distributed systems by White [2], 
using the four-phase interpolation 
algorithm of Green [3].  Our work 
differs from White in our 
advanced revocation protocol, 
which deals with the case of 
priority inversion as described by 
Yellow [4].

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Related work at the beginning?
￭ Problem 1: the reader knows nothing 

about the problem yet; so your (carefully 
trimmed) description of various 
technical tradeoffs is absolutely 
incomprehensible 

￭ Problem 2: describing alternative 
approaches gets between the reader and 
your idea

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

Reader 
feels 
stupid

Reader 
feels 
bored

Do not put obstacles in your reader’s way



How to Write about Related Work
1. Make a laundry list with all the relevant works.
2. As you write, move citations into the paper.

▪ The most important papers your paper is “conversing with” go in the 
introduction.

▪ Papers that are part of your narrative should be smoothed in where 
they fit naturally (problem, idea, details, …).

3. Smooth the “leftovers” into a coherent, organized related work 
section that discusses more distant works and larger context, 
also potential confusions. Tuck it at the end of the paper.
▪ Dyer et al. (2013) use similar terminology to refer to a different idea in a 

different context …

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Related Work: Community Norms
￭ Related work at the end is common for NLP conferences
￭ Some venues expect related work as Section 2 
￭ Some are flexible (data mining conferences like WebConf and KDD)
￭ Journals don’t have a related work section at all and expect more natural 

integration into introduction and discussion.

Lesson: Understand your audience and their community norms. Follow them.

￭ If your related work section appears early, use it to:
▪ Set up necessary context for the reader (“Background and related work”)
▪ Clarify your contributions and novel ideas
▪ If you could simply move the related work later without making it harder for the reader, 

you should strongly consider to do so.

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Other sections
lightning round



Title

￭ First filtering step
￭ Include relevant keywords
￭ The most acceptable place to be daring in style

▪ But don’t push it
￭ Not worth spending that much time on



Problem, Method, Details

￭ Be as clear as possible
￭ Organize and reorganize
￭ Get feedback. So much feedback (more later).



Conclusion, Future Work

￭ Be brief
￭ Drum up excitement

▪ Make this paper sound exciting
▪ Make people want to read your next paper
▪ Make people want to collaborate with you or build off your 

work

 



Acknowledgements

￭ Be generous
▪ don’t forget anyone, even if you don’t feel like they “helped 

that much”
▪ it costs you nothing to give an acknowledgement

￭ Be brief
▪ it’s not an Oscar speech



Appendix

￭ Grab bag of results, etc., that don’t fit well in the main 
paper

￭ Can be less polished than the main paper
￭ Great place for negative results



General Advice
that you really should take



Examples
￭ Pick examples that

▪ Illustrate the easy case easily
▪ Illustrate the simplest complicated case easily
▪ Are concrete

▪ You don’t need to cover all of the most complicated cases!
￭ Use a running example

▪ Return to the same example throughout the paper
￭ Structure

▪ Concrete → abstract

Prefer intuition over formal definitions.

John proved correctness
PN VBD NN

w1 w2 w3
t1 t2 t3is better than

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Tale of 2 cites: Mendel

Figure 3; Section 4.1 (hypothetical) Figure 7; Section 4.4 (hypothetical)



Tale of 2 cites: Transformers



Start early, draft all the time

￭ Writing is one of the best ways to develop your ideas.
▪ So take advantage of it throughout your research process 

￭ You do not need to have a completely focused idea 
when you start, but you must have a completely 
focused idea when you finish.
▪ Starting the night before a deadline will not get you this.

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Getting Feedback
￭ Who should you ask? Depends on your goals, but people who 

span the range of your desired audience across:
▪ familiarity with your work
￭ and with this project in particular

▪ familiarity with this subfield
▪ years spent publishing (seniority)
▪ bias and preconceptions towards this work

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

Get your paper read by as many 
colleagues and friends as possible!



Getting Feedback
￭ What kind of feedback do you prioritize?

▪ Sources of: confusion, misunderstanding, boredom
▪ (“I got lost here” is much more important than “bayes should be 

capitalized”.)
￭ Suggestion: Ask your reader to explain parts of your contribution 

back to you

▪ Did they get it right? If not, you may want to edit.

▪ An expert can check details, but the logic of any paper should be 
comprehensible to a non-expert.

￭ Remember: Each reader can only read your paper for the first time 
once! 

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Confidence and Hedging
You want to be cautious about what you cannot claim, and 
confident in what you can.
￭ When to hedge:

▪ Empirical science is about failing to refute an idea, not about proving 
that an idea is correct.
￭ Rule of thumb: never use the word “prove” unless you are writing a proof 

▪ Your language around conclusions should signal your awareness of this, 
e.g., “we have found evidence supporting …” never “we proved that …”

▪ Writing guides advise caution in making scientific assertions.

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Confidence and Hedging
￭ When not to hedge:

▪ Established facts:

￭ Leave your beliefs out of it; focus instead on the reasons for those beliefs.

▪ Watch out for verbs like believe and seem.

▪ If you overdo it with hedging language, your reader will get tired; 
use workarounds that state facts when you can, for example:

￭ “We believe that” -> “our conjecture is that …” or “we hypothesize that …”

￭ “it seems that <x> is related to <y>” ->  “a possible explanation is …”

￭ “It’s possible that” -> “future work could explore …”

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Confidence and Hedging: Causality

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

Harder to
 claim



Advice: Verbs

￭ Avoid Present / describe and friends. 
▪ E.g. “We now present the wombat feature…”
▪ Did you invent it? Are you reviewing it? Present is ambiguous. 
▪ Use a non-ambiguous verb!

￭ Use strong verbs. 
▪ E.g., “We introduce the novel GAGA algorithm” is stronger than 

“We propose the GAGA algorithm.” 
▪ Good verbs: introduce, validate, verify, demonstrate, show, 

prove
￭ The passive voice is okay!

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Advice: Nouns

￭ Avoid pronoun this. “This raises questions…”
￭ Prefer instead demonstrative this: “This pattern of 

results raises questions…”
￭ (Smith et al., 2012) is not a noun. However, Smith et al. 

(2012) offered an intriguing solution to the problem of 
nouns.

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Advice: Adjectives & Adverbs

￭ Avoid value-judgment adjectives. 
▪ Bad: We present an important algorithm.
▪ Good [verifiably true]: We present a novel algorithm.
▪ Better [true and precise]: We present a novel, polynomial 

time decoding algorithm using a linear program relaxation of 
the ILP.

￭ Use adverbs sparingly.

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Advice: Discourse Connectives
￭ The end of every sentence is an opportunity for a reader to get bored 

and give up.
￭ Discourse connectives signal the logical relationship that the next 

sentence will have to what came before. This keeps them going:

￭ Using the wrong discourse connective will confuse your reader.
▪ “Experiment A suggests <x>. However, experiment B suggests <x>” – what??

However,
As a result,
Therefore,
Similarly,
On the other hand,

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Simple is better than smart (and convoluted)

NO YES
The object under study was displaced 

horizontally The ball moved sideways

On an annual basis Yearly

Endeavour to ascertain Find out

It could be considered that the speed of 
storage reclamation left something to be 

desired
The garbage collector was really slow

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



The details (or, “polish”)
￭ There are hundreds of little conventions good writers follow, often 

compulsively, such as:
▪ Spelling, punctuation, grammar norms
▪ Citation styles (e.g., know where the parentheses go)
▪ Mathematical notation
▪ Use of italics, boldface, abbreviations, …
▪ Managing tables and figures:  self-contained, clear captions; references in the 

main text; ease of reading; font size; color-blind-friendly palettes, …
￭ Making these things perfect will not save an unclear paper!
￭ However, a lack of polish will distract readers from your ideas and 

make it harder for them to trust you!
▪ Be the kind of author/scientist who pays attention to details!

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Needs polish

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9136710

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9136710


Needs polish

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

https://www.sciencedirect.com/science/article/pii/S1877042813028322

https://www.sciencedirect.com/science/article/pii/S1877042813028322


Needs polish

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3489488/pdf/nihms192342.pdf

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3489488/pdf/nihms192342.pdf


Needs polish

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

https://www.jstor.org/stable/2246327

https://www.jstor.org/stable/2246327


Needs polish??

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

https://www.theliberatedmathematician.com/wp-content/uploads/2015/11/PiperThesisPostPrint.pdf

https://www.theliberatedmathematician.com/wp-content/uploads/2015/11/PiperThesisPostPrint.pdf


Needs polish??

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Needs polish??

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

https://arxiv.org/pdf/1706.03762.pdf

https://arxiv.org/pdf/1706.03762.pdf


Your Voice
￭ Scientific: A key tenet of science is that true findings are true no matter who 

found them; we write with some personal distance from the content, and this 
establishes trust.
▪ Never:  happily, our method worked better than the baseline

▪ Informal language and slang will deplete reader trust

￭ Personal: Readers suffer if all papers sound the same.
▪ Avoid: clichés, tropes, catch-phrases, repetition, dry writing without variation, clumsy 

mimicry of science-like language. 

▪ Take this with a grain of salt: never write a sentence that more than a very few people 
could have written.

Your scientific voice needs to be professional but also engaging. Proofread by 
reading your paper out loud.  

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Your voice  not a good scientific voice
￭ “With the addition of this feature, we are fortunately able to achieve a 3 

point improvement in performance.”

￭ “Thus, we have established the viability of our approach.”

￭ “This outdated baseline method underperformed.”

￭ “It was really weird that we found no correlation between these features.”

￭ “[Names] et al (2020) put forth a nonsensical argument regarding this 
phenomenon.”

￭ “These results indicate the promise of our method.”

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Ethics
Not an afterthought



Research Ethics
￭ Computer Science research and products are impacting 

individuals and our society both positively and negatively. It is 
our responsibility to consider and navigate any ethical concerns.

￭ Therefore, each final report needs to contain a section on 
Ethical Considerations. This is also required by many 
conferences and journals.

▪ If you find that there are minimal risks, state that and explain how you 
came to this conclusion

▪ If there are any potential risks, discuss these and what could be done to 
mitigate them. 

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds



Principle-based Ethics Framework
How do we systematically assess potential risks? 
Principle-based ethics framework, following Coghlan et al., 2023; Floridi & 
Cowls, 2019; Beauchamp & Childress, 2001

1. Non-maleficence: Avoid causing physical, social or mental harm to users
2. Beneficence: Ensure that interventions do good or provide real benefit to users
3. Respect for Autonomy: Respect users’ values and choices
4. Justice: Treat users without unfair bias, discrimination or inequity
5. Explicability:  Provide to users sufficient transparency about the nature and 

effects of the technology, and be accountable for its design and deployment

You don’t need to address all of these principles – focus on the relevant ones.
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Questions to ask yourself
■ How would the technology be deployed in actual use cases? Does your 

research reflect how the technology would be deployed?
■ What are the possible harms:

▪ when the technology is being used as intended and functioning correctly?

▪ when the technology is being used as intended but gives incorrect results?

▪ when the technology is being intentionally misused?

■ If the system learns from user input once deployed, what are the checks and 
limitations to the learning process?

■ Will the harms identified fall disproportionately on populations that already 
experience marginalization or are otherwise vulnerable?

■ If there are harms, what are the potential mitigation strategies?
■ If there are human subjects in our research, what are the effects on them?
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Modified from ACL Ethics Review Questions 
(https://2021.aclweb.org/ethics/Ethics-review-questions/)



Tale of 2 cites

Mendelian genetics & Transformer (Vaswani, et. al., 2017)
￭ For each paper, separately:

▪ How would you write an ethics section for this paper?
▪ If the authors had applied the questions listed previously to 

their thinking, prior to starting their research, what might 
have changed?

▪ How would you answer those questions now?



Start now 

■ When should these questions be asked?
▪ Probably not for the very first time when all of the research is 

done

▪ Probably not only once, even!

▪ Ideally, you keep the impact of your work in mind throughout 
your research
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How to write an ethics section
 https://aclanthology.org/2023.acl-long.555.pdf 

“...[W]e conduct a human-centered study of how language models may assist people in 
reframing negative thoughts… we define a framework of seven linguistic attributes that 
can be used to reframe a thought. We develop automated metrics to measure these 
attributes and validate them with expert judgements from mental health practitioners. We 
collect a dataset of 600 situations, thoughts and reframes from practitioners and use it to 
train a retrieval-enhanced in-context learning model that effectively generates reframed 
thoughts and controls their linguistic attributes… 
[W]e conduct an IRB approved randomized field study on a large mental health website 
with over 2,000 participants…”

https://aclanthology.org/2023.acl-long.555.pdf


How to write an ethics section



Summary

￭ If you remember nothing else from today:
▪ Write for your readers, not yourself
▪ Communicate one main message
▪ Identify your contributions
▪ Use clear, concrete examples
▪ Move from known and the concrete to the abstract and the new
▪ Use precise language and hedge sparingly

￭ Final reports are due in ~12 days. Start writing now!
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￭ Philip Resnik (UMD, Chris’s PhD advisor)
￭ Simon Peyton Jones (MSR Cambridge)

￭ Jason Eisner (JHU, Noah’s PhD advisor)

http://research.microsoft.com/en-us/um/people/simonpj/papers/g
iving-a-talk/giving-a-talk.htm

[Bonus:  how to give a research talk;
               how to write a research proposal;
               video of him talking about good writing]

[Several slides are taken from SPJ’s posted talk]
http://www.cs.jhu.edu/~jason/advice/how-to-write-a-thesis.html
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Acknowledgements & Further Material

http://research.microsoft.com/en-us/um/people/simonpj/papers/giving-a-talk/giving-a-talk.htm
http://research.microsoft.com/en-us/um/people/simonpj/papers/giving-a-talk/giving-a-talk.htm
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Acknowledgements & Further Material
￭ Geoffrey K. Pullum (Edinburgh)

￭ Steven Pinker (Harvard), The Sense of Style
￭ Jennifer Widom (Stanford)

▪ https://cs.stanford.edu/people/widom/paper-writing.html

http://www.lel.ed.ac.uk/grammar/passives.html
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Today’s slides were adapted from Noah Smith 
and Chris Dyer

https://cs.stanford.edu/people/widom/paper-writing.html
http://www.lel.ed.ac.uk/grammar/passives.html


This talk and its contents
If you were paying attention, you may have noticed that 
this lecture was structured like a paper: 
￭ Abstract / Introduction 
￭ Method overview
￭ Details
￭ Conclusion
￭ Acknowledgements / Related Works 
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With running 
examples 
throughout 



Break ☺
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Your Turn ☺
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Activity
￭ Get into your project groups 
￭ [~30 min] Write a draft abstract for your project report in Google Doc

▪ You will need this for your final report.
￭ [~15min] Give feedback to another group. Decide within your group who will 

cover which group.
￭ Remember:

1. What is the problem?
2. Why is it interesting and important?
3. Why is it hard? (E.g., why do naive approaches fail?)
4. Why hasn't it been solved before? (Or, what's wrong with previous proposed solutions? 

How does mine differ?)
5. What are the key components of my approach and results? (Or, what are your key 

contributions?) Also include any specific limitations.
6. What are the implications of your findings?

Tim Althoff, UW CSE481DS: Data Science Capstone, http://www.cs.washington.edu/cse481ds

https://drive.google.com/drive/folders/1KJSBgply5eYSe4my76DAtI--WhHDp2R1?usp=sharing


Next steps for your report:
Thinking about Abstract & Introduction

1.   What is the problem?
2. Why is it interesting and important?
3. Why is it hard? (E.g., why do naive approaches fail?)
4. Why hasn't it been solved before? (Or, what's wrong with 

previous proposed solutions? How does mine differ?)
5. What are the key components of my approach and 

results? (Or, what are your key contributions?) Also include 
any specific limitations.

6. What are the implications of your findings?
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Look out for the course 
survey next week! 

Your participation and 
feedback is critical!

Thank you!
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Thank you for sharing your 
feedback with us!

http://bit.ly/
cse481ds-au23-feedback 
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