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Recap



Particles begin equally distributed, no motion or observation

All particles migrate to one room!

Problem 1: Two Room Challenge



50% prob. of resampling particle from Room 1 vs Room 2
31% prob. of preserving 50-50 particle split

All particles migrate to one room!

Reason: Resampling Increases Variance



n Key idea: resample less often! (e.g., if the robot is stopped, 
don’t resample). Too often may lose particle diversity, 
infrequently may waste particles

n Common approach: don’t resample if weights have low 
variance

n Can be implemented in several ways: don’t resample when…
n …all weights are equal
n …weights have high entropy
n …ratio of max to min weights is low

Idea 1: Judicious Resampling



n Sample one random number
n Covers space of samples more systematically (and more 

efficiently)
n If all samples have same importance weight, won’t lose 

particle diversity
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Idea 2: Low-Variance Resampling



Other Practical Concerns
n How many particles is enough?

n Typically need more particles at the beginning (to cover possible states)
n KLD Sampling (Fox, 2001) adaptively increases number of particles when state 

uncertainty is high, reduces when state uncertainty is low

n Particle filtering with overconfident sensor models
n Squash sensor model prob. with power of 1/m 
n Sample from better proposal distribution than motion model

n Manifold Particle Filter (Koval et al., 2017) for contact sensors

n Particle starvation: no particles near current state

https://proceedings.neurips.cc/paper/2001/file/c5b2cebf15b205503560c4e8e6d1ea78-Paper.pdf
https://www.cs.cmu.edu/~kaess/pub/Koval17icra.pdf


MuSHR Localization Project

n Implement kinematic car motion model

n Implement different factors of single-beam sensor 
model

n Combine motion and sensor model with the Particle 
Filter algorithm



Lecture Outline

Recap

Kalman Filtering



Can we get closed form updates for Bayesian Filtering?

Tractable computation of Bayesian posteriors

n Dynamics (Prediction)

n Measurement (Correction)

Need to choose form of probability distributions



Solution: Linear Gaussian Models

Model as Linear Gaussian

n Dynamics (Prediction)

n Measurement (Correction)



Let’s take a little Gaussian detour



Gaussians (1D)
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Univariate Gaussian 

!  Gaussian distribution with mean µ, and standard deviation σ: 

!  Densities integrate to one:  

!  Mean: 

!  Variance: 

Properties of Gaussians 

n Gaussian with mean (    ) and standard deviation (   )µ σ



Gaussians (2D) – we won’t get too deep into this!
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2D examples Slide from Pieter Abbeel
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Multi-variate Gaussians: examples 

!  µ = [0; 0] 

!  Σ = [1 0 ; 0 1] 

"  µ = [0; 0] 
"  Σ = [.6 0 ; 0 .6] 

"  µ = [0; 0] 
"  Σ = [2 0 ; 0 2] 

"  µ = [0; 0] 
"  Σ = [1  0; 0  1] 

"  µ = [0; 0] 
"  Σ = [1  0.5; 0.5 1] 

"  µ = [0; 0] 
"  Σ = [1  0.8; 0.8  1] 

Multi-variate Gaussians: examples 



n Marginalization and conditioning in Gaussians results in Gaussians

n We stay in the “Gaussian world” as long as we start with Gaussians and perform 
only linear transformations.

Important Identities: Gaussians

Forward propagation

Conditioning



Discrete Kalman Filter
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Kalman filter = Bayes filter with Linear Gaussian dynamics and sensor models



Discrete Kalman Filter: Scalar Version
Estimates the state x of a discrete-time controlled 
process that is governed by the linear stochastic 
difference equation

with a measurement Linear Gaussian



Discrete Kalman Filter: Matrix Version
Estimates the state x of a discrete-time controlled 
process that is governed by the linear stochastic 
difference equation

with a measurement Linear Gaussian
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�t ⇠ N (0, R)
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Components of a Kalman Filter
Matrix (n x n) that describes how the state evolves 
from t-1 to t without controls or noise.

Matrix (n x l) that describes how the control ut-1
changes the state from t-1 to t

Matrix (k x n) that describes how to map the state xt to 
an observation zt.

Random variables representing the process and 
measurement noise that are assumed to be 
independent and normally distributed with covariance 
R and Q respectively.
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Goal of the Kalman Filter: Same as Bayes Filter
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<latexit sha1_base64="ewhU9ifNOjXpn7qKffvO7JosrDM=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSIIQkmkqMeiF48V7Ae0oWy2m3bpZhN2J2IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+65FrI2L1gOOE+xEdKBEKRtFKradehufepFcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns3Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophtd+JlSSIldsvihMJcGYTH8nfaE5Qzm2hDIt7K2EDammDG1CRRuCt/jyMmleVLzLSvW+Wq7d5HEU4BhO4Aw8uIIa3EEdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx8Sfo9o</latexit>xt+1

<latexit sha1_base64="d75H1O4xVlguEXkd3egWzVkaPVg=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoiRT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpv57SeujYjVI04S7kd0qEQoGEUrtdN+hhfetF+uuFV3DrJKvJxUIEejX/7qDWKWRlwhk9SYrucm6GdUo2CST0u91PCEsjEd8q6likbc+Nn83Ck5s8qAhLG2pZDM1d8TGY2MmUSB7YwojsyyNxP/87ophjd+JlSSIldssShMJcGYzH4nA6E5QzmxhDIt7K2EjaimDG1CJRuCt/zyKmldVr2rau2hVqnf5nEU4QRO4Rw8uIY63EMDmsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8N4I9l</latexit>ut+1
<latexit sha1_base64="tgiqUaVAb7LR8+WtIMpZpMg2/eE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cKpi20oWy2m3bpZhN2J0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTxqmSTTjPsskYnuhNRwKRT3UaDknVRzGoeSt8Px3cxvP3FtRKIecZLyIKZDJSLBKFrJz/o5TvvVmlt35yCrxCtIDQo0+9Wv3iBhWcwVMkmN6XpuikFONQom+bTSywxPKRvTIe9aqmjMTZDPj52SM6sMSJRoWwrJXP09kdPYmEkc2s6Y4sgsezPxP6+bYXQT5EKlGXLFFouiTBJMyOxzMhCaM5QTSyjTwt5K2IhqytDmU7EheMsvr5LWRd27ql8+XNYat0UcZTiBUzgHD66hAffQBB8YCHiGV3hzlPPivDsfi9aSU8wcwx84nz80eo71</latexit>ut

<latexit sha1_base64="2a49in2cAz4GKQiJzUvej1fdp/E=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRoh6LXjxWsB/QhrLZbtqlm03YnQgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38389hPXRsTqEScJ9yM6VCIUjKKV2mk/wwtv2i9X3Ko7B1klXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJp6VeanhC2ZgOeddSRSNu/Gx+7pScWWVAwljbUkjm6u+JjEbGTKLAdkYUR2bZm4n/ed0Uwxs/EypJkSu2WBSmkmBMZr+TgdCcoZxYQpkW9lbCRlRThjahkg3BW355lbQuq95VtfZQq9Rv8ziKcAKncA4eXEMd7qEBTWAwhmd4hTcncV6cd+dj0Vpw8plj+APn8wcQ7I9n</latexit>ut�1

<latexit sha1_base64="x6C33XKumf9j3NAsbAqPLyZEFoE=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4sSRS1GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGt1O/9ci1EbF6wHHC/YgOlAgFo2il1lMvw3Nv0iuV3Yo7A1kmXk7KkKPeK311+zFLI66QSWpMx3MT9DOqUTDJJ8VuanhC2YgOeMdSRSNu/Gx27oScWqVPwljbUkhm6u+JjEbGjKPAdkYUh2bRm4r/eZ0Uw2s/EypJkSs2XxSmkmBMpr+TvtCcoRxbQpkW9lbChlRThjahog3BW3x5mTQvKt5lpXpfLddu8jgKcAwncAYeXEEN7qAODWAwgmd4hTcncV6cd+dj3rri5DNH8AfO5w8Yno9s</latexit>zt�1
<latexit sha1_base64="5ITwDtXiLU4qiPzemb6+ZA+UmY8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48VTFtoQ9lst+3SzSbsToQa+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNHGqGfdZLGPdDqnhUijuo0DJ24nmNAolb4Xj25nfeuTaiFg94CThQUSHSgwEo2gl/6mX4bRXrrhVdw6ySrycVCBHo1f+6vZjlkZcIZPUmI7nJhhkVKNgkk9L3dTwhLIxHfKOpYpG3ATZ/NgpObNKnwxibUshmau/JzIaGTOJQtsZURyZZW8m/ud1UhxcB5lQSYpcscWiQSoJxmT2OekLzRnKiSWUaWFvJWxENWVo8ynZELzll1dJ86LqXVZr97VK/SaPowgncArn4MEV1OEOGuADAwHP8ApvjnJenHfnY9FacPKZY/gD5/MHPCKO+g==</latexit>zt

<latexit sha1_base64="yPeLDQN0fLiGnufZV/Bynxgu4Gk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSIIQkmkqMeiF48V7Ae0oWy2m3bpZhN2J0IN/RFePCji1d/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+65FrI2L1gOOE+xEdKBEKRtFKradehufepFcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns3Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophtd+JlSSIldsvihMJcGYTH8nfaE5Qzm2hDIt7K2EDammDG1CRRuCt/jyMmleVLzLSvW+Wq7d5HEU4BhO4Aw8uIIa3EEdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx8Vko9q</latexit>zt+1

Belief

Idea: recursive update

Measurement

Dynamics

Recursive Belief

2 step process:

n Dynamics update (incorporate action)

n Measurement update (incorporate sensor reading) 



Step 0. Start with the belief at time step t-1

Key Idea: Apply Markov to get a recursive update!

Step 1: Prediction - push belief through dynamics given action

Step 2: Correction - apply Bayes rule given measurement

Bayes Filters

Linear Gaussian



Linear Gaussian Systems: Initialization

n Initial belief is normally distributed:

n at any step t is: 

n at any step t is: 



n Integrate the effect of one action under the dynamics, before measurement comes in 

Linear Gaussian Systems: Prediction

<latexit sha1_base64="MbTS1h+M8tSUvbDJaAPrpe2jaBU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8eK9gPaUDbbTbt0swm7E7GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuTaiFg94DjhfkQHSoSCUbTS/VMPe+WKW3VnIMvEy0kFctR75a9uP2ZpxBUySY3peG6CfkY1Cib5pNRNDU8oG9EB71iqaMSNn81OnZATq/RJGGtbCslM/T2R0ciYcRTYzoji0Cx6U/E/r5NieOVnQiUpcsXmi8JUEozJ9G/SF5ozlGNLKNPC3krYkGrK0KZTsiF4iy8vk+ZZ1buont+dV2rXeRxFOIJjOAUPLqEGt1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AF0Ko3s</latexit>xt
<latexit sha1_base64="ewhU9ifNOjXpn7qKffvO7JosrDM=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSIIQkmkqMeiF48V7Ae0oWy2m3bpZhN2J2IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+65FrI2L1gOOE+xEdKBEKRtFKradehufepFcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns3Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophtd+JlSSIldsvihMJcGYTH8nfaE5Qzm2hDIt7K2EDammDG1CRRuCt/jyMmleVLzLSvW+Wq7d5HEU4BhO4Aw8uIIa3EEdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx8Sfo9o</latexit>xt+1

Gaussian, easy!



n Integrate the effect of one action under the dynamics, before measurement comes in 

Linear Gaussian Systems: Prediction

Gaussian, easy!



n Integrate the effect of one action under the dynamics, before measurement comes in 

Linear Gaussian Systems: Prediction

Previous belief

Belief Update

Intuition: Scale and shift the mean according to dynamics, uncertainty grows quadratically!



Linear Gaussian Systems: Prediction

Intuition: Scale and shift the mean according to dynamics, uncertainty grows!

Previous belief

Belief Update



Intuition Behind Prediction Step

Intuition: Scale and shift the mean according to dynamics, uncertainty grows!

Belief at xt Belief post dynamics à shifted mean, scaled and shifted variance

Previous belief

Belief Update



n Integrate the effect of an observation using sensor model, after dynamics

Linear Gaussian Systems: Observations

Gaussian, easy to normalize

<latexit sha1_base64="ewhU9ifNOjXpn7qKffvO7JosrDM=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSIIQkmkqMeiF48V7Ae0oWy2m3bpZhN2J2IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+65FrI2L1gOOE+xEdKBEKRtFKradehufepFcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns3Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophtd+JlSSIldsvihMJcGYTH8nfaE5Qzm2hDIt7K2EDammDG1CRRuCt/jyMmleVLzLSvW+Wq7d5HEU4BhO4Aw8uIIa3EEdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx8Sfo9o</latexit>xt+1

<latexit sha1_base64="yPeLDQN0fLiGnufZV/Bynxgu4Gk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSIIQkmkqMeiF48V7Ae0oWy2m3bpZhN2J0IN/RFePCji1d/jzX/jts1BWx8MPN6bYWZekEhh0HW/nZXVtfWNzcJWcXtnd2+/dHDYNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqd+65FrI2L1gOOE+xEdKBEKRtFKradehufepFcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns3Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophtd+JlSSIldsvihMJcGYTH8nfaE5Qzm2hDIt7K2EDammDG1CRRuCt/jyMmleVLzLSvW+Wq7d5HEU4BhO4Aw8uIIa3EEdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx8Vko9q</latexit>zt+1 Slightly harder than the dynamics step!



n Integrate the effect of an observation using sensor model, after dynamics

Linear Gaussian Systems: Observations

Conditioning



n Integrate the effect of an observation using sensor model, after dynamics

Linear Gaussian Systems: Observations

Previous belief

Updated belief

Computed from dynamics step



Linear Gaussian Systems: Observations

Intuition: Correct the update linearly according to measurement error from expectation, 
shrink uncertainty accordingly

Previous belief

Updated belief

Computed from dynamics step



Intuition Behind Correction Step

Previous belief

New Measurement

For the sake of simplicity, let’s say C = I
<latexit sha1_base64="z/KM9sTDPuD2gkecMfuGQ3KuKGY=">AAACIHicbZDLSgMxFIYz9VbrrerSTbAIQqHMSLEiCEU3gpt66QXaMmTSTBuauZCcEco4j+LGV3HjQhHd6dOYtrPQ1h8CP985h5PzO6HgCkzzy8gsLC4tr2RXc2vrG5tb+e2dhgoiSVmdBiKQLYcoJrjP6sBBsFYoGfEcwZrO8GJcb94zqXjg38EoZF2P9H3uckpAIztfubJjKFoJPsMdVxIad2553yMT+GCeQpLMEVzEN4mdL5glcyI8b6zUFFCqmp3/7PQCGnnMByqIUm3LDKEbEwmcCpbkOpFiIaFD0mdtbX3iMdWNJwcm+ECTHnYDqZ8PeEJ/T8TEU2rkObrTIzBQs7Ux/K/WjsA96cbcDyNgPp0uciOBIcDjtHCPS0ZBjLQhVHL9V0wHROcEOtOcDsGaPXneNI5K1nGpfF0uVM/TOLJoD+2jQ2ShCqqiS1RDdUTRI3pGr+jNeDJejHfjY9qaMdKZXfRHxvcPpE2iCg==</latexit>

Kt+1 =
⌃t+1|0:t

⌃t+1|0:t +R

Corrects belief based on measurement
à Average between mean and measurement based on K 
à Scale down uncertainty based on K



Unpacking the Kalman Gain

For the sake of simplicity, let’s say C = I
<latexit sha1_base64="z/KM9sTDPuD2gkecMfuGQ3KuKGY=">AAACIHicbZDLSgMxFIYz9VbrrerSTbAIQqHMSLEiCEU3gpt66QXaMmTSTBuauZCcEco4j+LGV3HjQhHd6dOYtrPQ1h8CP985h5PzO6HgCkzzy8gsLC4tr2RXc2vrG5tb+e2dhgoiSVmdBiKQLYcoJrjP6sBBsFYoGfEcwZrO8GJcb94zqXjg38EoZF2P9H3uckpAIztfubJjKFoJPsMdVxIad2553yMT+GCeQpLMEVzEN4mdL5glcyI8b6zUFFCqmp3/7PQCGnnMByqIUm3LDKEbEwmcCpbkOpFiIaFD0mdtbX3iMdWNJwcm+ECTHnYDqZ8PeEJ/T8TEU2rkObrTIzBQs7Ux/K/WjsA96cbcDyNgPp0uciOBIcDjtHCPS0ZBjLQhVHL9V0wHROcEOtOcDsGaPXneNI5K1nGpfF0uVM/TOLJoD+2jQ2ShCqqiS1RDdUTRI3pGr+jNeDJejHfjY9qaMdKZXfRHxvcPpE2iCg==</latexit>

Kt+1 =
⌃t+1|0:t

⌃t+1|0:t +R

Case 1: Very noisy sensor, R>>Σ

Case 2: Deterministic sensor, R = 0

Previous belief

Updated belief

Computed from dynamics step



Kalman Filter Algorithm 
Initial Prior

<latexit sha1_base64="5TRA0bR8cbOorMqU1TkX2pjBnJk=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahXsqulOqx6MVjBfsB7VKyabaNzSZLkhXL0v/gxYMiXv0/3vw3pu0etPXBwOO9GWbmBTFn2rjut5NbW9/Y3MpvF3Z29/YPiodHLS0TRWiTSC5VJ8CaciZo0zDDaSdWFEcBp+1gfDPz249UaSbFvZnE1I/wULCQEWys1IrLT333vF8suRV3DrRKvIyUIEOjX/zqDSRJIioM4VjrrufGxk+xMoxwOi30Ek1jTMZ4SLuWChxR7afza6fozCoDFEplSxg0V39PpDjSehIFtjPCZqSXvZn4n9dNTHjlp0zEiaGCLBaFCUdGotnraMAUJYZPLMFEMXsrIiOsMDE2oIINwVt+eZW0LiperVK9q5bq11kceTiBUyiDB5dQh1toQBMIPMAzvMKbI50X5935WLTmnGzmGP7A+fwBpEKOhw==</latexit>

p(x0)

Estimate 

Estimate 

Dynamics/Prediction 
(given some u)

Measurement/Correction 
(given some z)



Kalman Filter in Action

TODO



Kalman Filter Summary

n Highly efficient: Polynomial in measurement 
dimensionality k and state dimensionality n: 

O(k2.376 + n2)

n Optimal for linear Gaussian systems!

n Most robotics systems are nonlinear! 

Matrix Inversion (Correction)

<latexit sha1_base64="Qdt1OEiW/BEhyPVZRTcqO5HIRJs=">AAACK3icbVBJSwMxGM241rpVPXoJFqFSLDNSVAShtBfBS9Vu0I1MmrahmYXkG6GM83+8+Fc86MEFr/4P0+WgrQ8CL+99j+R7ti+4AtP8MBYWl5ZXVmNr8fWNza3txM5uRXmBpKxMPeHJmk0UE9xlZeAgWM2XjDi2YFV7UBj51XsmFffcEgx91nRIz+VdTgloqZ3IX7dDSFsRvsSNO95zyPj6YF5AVGiVUoV/RJzGt5PQUSs8tqJ2ImlmzDHwPLGmJImmKLYTL42ORwOHuUAFUapumT40QyKBU8GieCNQzCd0QHqsrqlLHKaa4XjXCB9qpYO7ntTHBTxWfydC4ig1dGw96RDoq1lvJP7n1QPonjdD7voBMJdOHuoGAoOHR8XhDpeMghhqQqjk+q+Y9okkFHS9cV2CNbvyPKmcZKzTTPYmm8zlp3XE0D46QClkoTOUQ1eoiMqIokf0jN7Qu/FkvBqfxtdkdMGYZvbQHxjfP7BapOk=</latexit>

Kt+1 = ⌃t+1|0:tC
T (C⌃t+1|0:tC

T +Rt+1)
�1

Matrix Multiplication (Prediction)

<latexit sha1_base64="gss36Rp48SwUOlrWLShMwdCVa1A=">AAACRnicbVBNT9tAFHxOv2j6lbZHLqtGlRIFRTZCbcWJwIUTAkESpNi11ptNssqube0+o6bGv64Xztz4Cb1waIW4sk6CRENHWmk0M09v30SpFAZd98qpPHn67PmLtZfVV6/fvH1Xe/+hZ5JMM95liUz0aUQNlyLmXRQo+WmqOVWR5P1oulf6/TOujUjiE5ylPFB0HIuRYBStFNaCtPEjzLHlFec/w9zdxmKDZHNipSbxjVDEVxQnjMr8oGh0fGVtPC+TpEV2sxA3SMc/FmNF7/XO9xNrHYXYDGt1t+3OQR4Tb0nqsMRhWLv0hwnLFI+RSWrMwHNTDHKqUTDJi6qfGZ5SNqVjPrA0poqbIJ/XUJDPVhmSUaLti5HM1YcTOVXGzFRkk+VFZtUrxf95gwxH34JcxGmGPGaLRaNMEkxI2SkZCs0ZypkllGlh/0rYhGrK0DZftSV4qyc/Jr3NtvelvXW0Vd/ZXdaxBuvwCRrgwVfYgX04hC4w+AW/4Q/8dS6ca+fGuV1EK85y5iP8gwrcAeSmrwA=</latexit>

p(xt+1|z0:t, u0:t+1) ⇠ N (Aµt|0:t +But, A⌃t|0:tA
T +Qt)



Why should we care?
Still a very widely used technique for estimation/localization/mapping in real problems


