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Recap



Step 0. Start with the belief at time step t-1

Key Idea: Apply Markov to get a recursive update!

Step 1: Prediction - push belief through dynamics given action

Step 2: Correction - apply Bayes rule given measurement

So what do we need to define to instantiate this?



Motion Model



Measurement Model



Measurement Model

Weights sum to 1



LIDAR Model Algorithm

1. Use robot state to compute the sensor’s pose on the map
2. Ray-cast from the sensor to compute a simulated laser scan
3. For each beam, compare ray-casted distance to real laser scan 

distance
4. Multiply all probabilities to compute the likelihood of that real laser 

scan



Tuning Single Beam Parameters

n Offline: collect lots of data and optimize parameters



Tuning Single Beam Parameters

n Online: simulate a scan and plot the likelihood from different positions

Actual scan Likelihood at various locations



Dealing with Overconfidence

n Subsample laser scans: convert 180 beams to 18 beams
n Force the single beam model to be less confident



Lecture Outline

Particle Filter

Particle Based Representations in Filtering

Particle Filter w/ Resampling

Practical Considerations



Step 0. Start with the belief at time step t-1

Key Idea: Apply Markov to get a recursive update!

Step 1: Prediction - push belief through dynamics given action

Step 2: Correction - apply Bayes rule given measurement

Why is the Bayes filter challenging to implement?

Intractable due 
to discretization



How does discretization work for Bayesian filters? 

How can we do better?

X-COORDINATE

Y-COORDINATE

HEADING

- Discretize into K bins 

- Discretize into K bins 

- Discretize into K bins 

Overall K3 bins

Exponentially expensive with dimension for 
each summation

Many of these bins will be empty!
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Let’s change our way of thinking

Mostly empty

[s1, s1, s2, s10, s40, s40, s40, s55, s55]

Keep a list of only the states with likelihood, with 
number of repeat instances proportional to probability

No discretization per dimension!

Is this even a useful/valid representation of belief?
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Let’s change our way of thinking

Target Distribution ”Particle” Approximation

Depends what we want to do with the probability distribution!

à Typically we want to compute averages (expectations)

Is this even a useful/valid representation of belief?



Downstream Usage of Estimated Probability Distributions

Mean position: 

Probability of collision:

Mean value / cost-to-go:

What do we actually intend to do with the belief ? 

à Often times we will be evaluating the expected value



Sample from the belief:

Computing Expectations without Closed Form Likelihoods

Don’t require closed form distributions (Gaussian/Beta, etc), just samples (particles)!
à Replace fancy math by brute force simulation!!

Monte-Carlo Simulation



0 1

11. Sample points uniformly 
from unit square

2. Count number in quarter-
circle (i.e.               )

3. Divide by N, multiply by 4

ADAPTED FROM WIKIPEDIA

Examples of Monte Carlo Estimation

à Exercise: What are other practical problems where this is useful?



Bringing this Back to Estimation – Belief Distribution
Let’s consider the Bayesian filtering update

Represent the belief with a set of particles! Each is a hypothesis of what the state might be. 

Higher likelihood regions have more particles



How do we “propagate” belief across timesteps with particles?

Bayes Filter

Dynamics Update

Measurement Correction

How do we sample from the product of two distributions?

How do we compute conditioning/normalization with particles?



Lecture Outline

Particle Filter

Particle Based Representations in Filtering

Particle Filter w/ Resampling

Practical Considerations



Dynamics Step: Propagating Belief Through Dynamics

<latexit sha1_base64="mO0sx6Q+AoX8ruzHqbbIHz3kpnY=">AAACL3icbZDLSgMxFIYz9VbrrerSTbAILWiZkaJuhFJBXFawF2jLkEnTNjRzITkjLWPfyI2v0o2IIm59CzPtCFo9EPjy/+eQk98JBFdgmi9Gaml5ZXUtvZ7Z2Nza3snu7tWVH0rKatQXvmw6RDHBPVYDDoI1A8mI6wjWcIZXsd+4Z1Jx37uDccA6Lul7vMcpAS3Z2eu2r+14OqowMcmPbCjgS9zmHuBqfHsI7QhOrMkxHs2hoPvy39xNwM7mzKI5K/wXrARyKKmqnZ22uz4NXeYBFUSplmUG0ImIBE4Fm2TaoWIBoUPSZy2NHnGZ6kSz/07wkVa6uOdLffSeM/XnRERcpcauoztdAgO16MXif14rhN5FJ+JeEALz6PyhXigw+DgOD3e5ZBTEWAOhkutdMR0QSSjoiDM6BGvxy3+hflq0zoql21KuXEniSKMDdIjyyELnqIxuUBXVEEWPaIpe0ZvxZDwb78bHvDVlJDP76FcZn197PKgY</latexit>

Bel(xt) =

Z
P (xt|ut�1, xt�1)Bel(xt�1)dxt�1

Bayes Filter

Dynamics Update

How do we sample from the product of two distributions?

???

Treat each particle as point estimate of actual state and propagate through the dynamics



Propagating Belief Through Dynamics: Initial



Propagating Belief Through Dynamics: Robot Motion

Push samples forward according to dynamics

Take every xt-1 in previous belief, run motion model forward with xt-1 and ut to get new particles  

<latexit sha1_base64="mO0sx6Q+AoX8ruzHqbbIHz3kpnY=">AAACL3icbZDLSgMxFIYz9VbrrerSTbAILWiZkaJuhFJBXFawF2jLkEnTNjRzITkjLWPfyI2v0o2IIm59CzPtCFo9EPjy/+eQk98JBFdgmi9Gaml5ZXUtvZ7Z2Nza3snu7tWVH0rKatQXvmw6RDHBPVYDDoI1A8mI6wjWcIZXsd+4Z1Jx37uDccA6Lul7vMcpAS3Z2eu2r+14OqowMcmPbCjgS9zmHuBqfHsI7QhOrMkxHs2hoPvy39xNwM7mzKI5K/wXrARyKKmqnZ22uz4NXeYBFUSplmUG0ImIBE4Fm2TaoWIBoUPSZy2NHnGZ6kSz/07wkVa6uOdLffSeM/XnRERcpcauoztdAgO16MXif14rhN5FJ+JeEALz6PyhXigw+DgOD3e5ZBTEWAOhkutdMR0QSSjoiDM6BGvxy3+hflq0zoql21KuXEniSKMDdIjyyELnqIxuUBXVEEWPaIpe0ZvxZDwb78bHvDVlJDP76FcZn197PKgY</latexit>

Bel(xt) =

Z
P (xt|ut�1, xt�1)Bel(xt�1)dxt�1



Dynamics Update:

Sample forward using the dynamics model:
1. No gaussian requirement 
2. No linearity requirement, just push forward distribution

<latexit sha1_base64="mO0sx6Q+AoX8ruzHqbbIHz3kpnY=">AAACL3icbZDLSgMxFIYz9VbrrerSTbAILWiZkaJuhFJBXFawF2jLkEnTNjRzITkjLWPfyI2v0o2IIm59CzPtCFo9EPjy/+eQk98JBFdgmi9Gaml5ZXUtvZ7Z2Nza3snu7tWVH0rKatQXvmw6RDHBPVYDDoI1A8mI6wjWcIZXsd+4Z1Jx37uDccA6Lul7vMcpAS3Z2eu2r+14OqowMcmPbCjgS9zmHuBqfHsI7QhOrMkxHs2hoPvy39xNwM7mzKI5K/wXrARyKKmqnZ22uz4NXeYBFUSplmUG0ImIBE4Fm2TaoWIBoUPSZy2NHnGZ6kSz/07wkVa6uOdLffSeM/XnRERcpcauoztdAgO16MXif14rhN5FJ+JeEALz6PyhXigw+DgOD3e5ZBTEWAOhkutdMR0QSSjoiDM6BGvxy3+hflq0zoql21KuXEniSKMDdIjyyELnqIxuUBXVEEWPaIpe0ZvxZDwb78bHvDVlJDP76FcZn197PKgY</latexit>

Bel(xt) =

Z
P (xt|ut�1, xt�1)Bel(xt�1)dxt�1



How do we “propagate” belief across timesteps with particles?

<latexit sha1_base64="HOKqiRVEE89M2dfLQfgY2D0oGyo=">AAACF3icbVDLSgMxFM34rPU16tJNsAh1U2ZE1I0gdeOygn1AW4ZMeqvBzIPkjljH/oUbf8WNC0Xc6s6/MZ3OQlsPBA7nnJvkHj+WQqPjfFszs3PzC4uFpeLyyuraur2x2dBRojjUeSQj1fKZBilCqKNACa1YAQt8CU3/5mzkN29BaRGFlziIoRuwq1D0BWdoJM+uVEGW7zzcoye0A8horXzv4UOmdCIzObo4NaFhlvLsklNxMtBp4uakRHLUPPur04t4EkCIXDKt264TYzdlCgWXMCx2Eg0x4zfsCtqGhiwA3U2zvYZ01yg92o+UOSHSTP09kbJA60Hgm2TA8FpPeiPxP6+dYP+4m4owThBCPn6on0iKER2VRHtCAUc5MIRxJcxfKb9minE0VRZNCe7kytOksV9xDysHFwel02peR4Fskx1SJi45IqfknNRInXDySJ7JK3mznqwX6936GEdnrHxmi/yB9fkD/O6eng==</latexit>

Bel(xt) = ⌘P (zt|xt)Bel(xt)

Bayes Filter

Measurement Correction

How do we compute conditioning/normalization with particles?



Sensor Information: Measurement Update
Can no longer just push forward with evidence, need to normalize

<latexit sha1_base64="HOKqiRVEE89M2dfLQfgY2D0oGyo=">AAACF3icbVDLSgMxFM34rPU16tJNsAh1U2ZE1I0gdeOygn1AW4ZMeqvBzIPkjljH/oUbf8WNC0Xc6s6/MZ3OQlsPBA7nnJvkHj+WQqPjfFszs3PzC4uFpeLyyuraur2x2dBRojjUeSQj1fKZBilCqKNACa1YAQt8CU3/5mzkN29BaRGFlziIoRuwq1D0BWdoJM+uVEGW7zzcoye0A8horXzv4UOmdCIzObo4NaFhlvLsklNxMtBp4uakRHLUPPur04t4EkCIXDKt264TYzdlCgWXMCx2Eg0x4zfsCtqGhiwA3U2zvYZ01yg92o+UOSHSTP09kbJA60Hgm2TA8FpPeiPxP6+dYP+4m4owThBCPn6on0iKER2VRHtCAUc5MIRxJcxfKb9minE0VRZNCe7kytOksV9xDysHFwel02peR4Fskx1SJi45IqfknNRInXDySJ7JK3mznqwX6936GEdnrHxmi/yB9fkD/O6eng==</latexit>

Bel(xt) = ⌘P (zt|xt)Bel(xt)

<latexit sha1_base64="pIW5DapCz4WitNlinwIJ9wMFvc8=">AAACRnichVA9SwNBFHwXv+NX1NJmMQixCXcS1EYIsbGMYDSQO469zZ4u7n2w+06M5/06G2s7f4KNhSK2bmIKjYIDC8PMvN23E6RSaLTtJ6s0NT0zOze/UF5cWl5Zraytn+kkU4x3WCIT1Q2o5lLEvIMCJe+mitMokPw8uDoa+ufXXGmRxKc4SLkX0YtYhIJRNJJf8Vpc1m583CGHxA0VZXm7duvj3UhyEzM6vDk3qcLEcix2itwVMZL/Yn1jFX6latftEchv4oxJFcZo+5VHt5+wLOIxMkm17jl2il5OFQomeVF2M81Tyq7oBe8ZGtOIay8f1VCQbaP0SZgoc8yGI/X7RE4jrQdRYJIRxUs96Q3Fv7xehuGBl4s4zZDH7OuhMJMEEzLslPSF4gzlwBDKlDC7EnZJTZlomi+bEpzJL/8mZ7t1Z6/eOGlUm61xHfOwCVtQAwf2oQnH0IYOMLiHZ3iFN+vBerHerY+vaMkaz2zAD5TgEyUNskk=</latexit>

Bel(xt) =
P (zt|xt)Bel(xt)R
P (zt|xt)Bel(xt)dxt

<latexit sha1_base64="OW01/1G11qoJz6nFokUNnM+Ysf0=">AAACF3icbVDLSgNBEJyNrxhfUY9eBoOQXMKuBPUiBL14jGAekMRldjKbTDL7YKZXjWv+wou/4sWDIl715t84SRbUaEFDUdVNd5cTCq7AND+N1Nz8wuJSejmzsrq2vpHd3KqpIJKUVWkgAtlwiGKC+6wKHARrhJIRzxGs7gxOx379iknFA/8ChiFre6Trc5dTAlqys8Vrm+Nj3HIloXElf2vD3Y0Nl7wwilsq8uw+/hb7hZGdzZlFcwL8l1gJyaEEFTv70eoENPKYD1QQpZqWGUI7JhI4FWyUaUWKhYQOSJc1NfWJx1Q7nvw1wnta6WA3kLp8wBP150RMPKWGnqM7PQI9NeuNxf+8ZgTuUTvmfhgB8+l0kRsJDAEeh4Q7XDIKYqgJoZLrWzHtER0R6CgzOgRr9uW/pLZftA6KpfNSrnySxJFGO2gX5ZGFDlEZnaEKqiKK7tEjekYvxoPxZLwab9PWlJHMbKNfMN6/AMbIn7c=</latexit>

wi =
P (zt|xi

t)P
j P (zt|xj

t )
Weight each particle - Can compute a per sample weight. 
Distribution represented as set of weighted samples

Not ad hoc! à exactly the same as importance sampling
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How can we sample from a 
“complex” distribution p(x) using a simple distribution q(x)? 

Detour: What is Importance Sampling?



Importance Sampling

1. Sample from an (easy) proposal distribution
2. Reweight samples to match the target distribution



TARGET 

Don’t know how to 
sample from target!

Importance Sampling



1. Sample from an (easy) proposal distribution

TARGET PROPOSAL

Can sample from proposal 
distribution

Importance Sampling



1. Sample from an (easy) proposal distribution
2. Reweight samples to match the target distribution

TARGET PROPOSAL

Importance Sampling



IMPORTANCE 
WEIGHT

Expected value with p(x)

Expected value with q(x)

Monte Carlo estimate

Importance Sampling



Target Distribution: Posterior

Proposal Distribution: After applying motion model

Measurement Update with Importance Sampling

p(x)

q(x)



Importance Weight (Ratio)

Measurement Update with Importance Sampling

p(x)

q(x)



Sensor Information: Importance Sampling
Can compute a weighted set of samples by weighting by (normalized) evidence

<latexit sha1_base64="HOKqiRVEE89M2dfLQfgY2D0oGyo=">AAACF3icbVDLSgMxFM34rPU16tJNsAh1U2ZE1I0gdeOygn1AW4ZMeqvBzIPkjljH/oUbf8WNC0Xc6s6/MZ3OQlsPBA7nnJvkHj+WQqPjfFszs3PzC4uFpeLyyuraur2x2dBRojjUeSQj1fKZBilCqKNACa1YAQt8CU3/5mzkN29BaRGFlziIoRuwq1D0BWdoJM+uVEGW7zzcoye0A8horXzv4UOmdCIzObo4NaFhlvLsklNxMtBp4uakRHLUPPur04t4EkCIXDKt264TYzdlCgWXMCx2Eg0x4zfsCtqGhiwA3U2zvYZ01yg92o+UOSHSTP09kbJA60Hgm2TA8FpPeiPxP6+dYP+4m4owThBCPn6on0iKER2VRHtCAUc5MIRxJcxfKb9minE0VRZNCe7kytOksV9xDysHFwel02peR4Fskx1SJi45IqfknNRInXDySJ7JK3mznqwX6936GEdnrHxmi/yB9fkD/O6eng==</latexit>

Bel(xt) = ⌘P (zt|xt)Bel(xt)

<latexit sha1_base64="OW01/1G11qoJz6nFokUNnM+Ysf0=">AAACF3icbVDLSgNBEJyNrxhfUY9eBoOQXMKuBPUiBL14jGAekMRldjKbTDL7YKZXjWv+wou/4sWDIl715t84SRbUaEFDUdVNd5cTCq7AND+N1Nz8wuJSejmzsrq2vpHd3KqpIJKUVWkgAtlwiGKC+6wKHARrhJIRzxGs7gxOx379iknFA/8ChiFre6Trc5dTAlqys8Vrm+Nj3HIloXElf2vD3Y0Nl7wwilsq8uw+/hb7hZGdzZlFcwL8l1gJyaEEFTv70eoENPKYD1QQpZqWGUI7JhI4FWyUaUWKhYQOSJc1NfWJx1Q7nvw1wnta6WA3kLp8wBP150RMPKWGnqM7PQI9NeuNxf+8ZgTuUTvmfhgB8+l0kRsJDAEeh4Q7XDIKYqgJoZLrWzHtER0R6CgzOgRr9uW/pLZftA6KpfNSrnySxJFGO2gX5ZGFDlEZnaEKqiKK7tEjekYvxoPxZLwab9PWlJHMbKNfMN6/AMbIn7c=</latexit>

wi =
P (zt|xi

t)P
j P (zt|xj

t )



Measurement Update

<latexit sha1_base64="FuI+3hs8GTB1W5rXSayYHkdv6T8=">AAAB9HicbVDLTgJBEOzFF+IL9ehlIjHBC9k1RD0SvXjERB4JbMjsMAsTZh/O9BIR+Q4vHjTGqx/jzb9xgD0oWEknlarudHd5sRQabfvbyqysrq1vZDdzW9s7u3v5/YO6jhLFeI1FMlJNj2ouRchrKFDyZqw4DTzJG97geuo3hlxpEYV3OIq5G9BeKHzBKBrJbaMIuCZx8fHp4bSTL9glewayTJyUFCBFtZP/ancjlgQ8RCap1i3HjtEdU4WCST7JtRPNY8oGtMdbhobU7HLHs6Mn5MQoXeJHylSIZKb+nhjTQOtR4JnOgGJfL3pT8T+vlaB/6Y5FGCfIQzZf5CeSYESmCZCuUJyhHBlCmRLmVsL6VFGGJqecCcFZfHmZ1M9KznmpfFsuVK7SOLJwBMdQBAcuoAI3UIUaMLiHZ3iFN2tovVjv1se8NWOlM4fwB9bnD1OskdI=</latexit>

⇥p(z|x)

Reweight particles according to measurement likelihood

<latexit sha1_base64="HOKqiRVEE89M2dfLQfgY2D0oGyo=">AAACF3icbVDLSgMxFM34rPU16tJNsAh1U2ZE1I0gdeOygn1AW4ZMeqvBzIPkjljH/oUbf8WNC0Xc6s6/MZ3OQlsPBA7nnJvkHj+WQqPjfFszs3PzC4uFpeLyyuraur2x2dBRojjUeSQj1fKZBilCqKNACa1YAQt8CU3/5mzkN29BaRGFlziIoRuwq1D0BWdoJM+uVEGW7zzcoye0A8horXzv4UOmdCIzObo4NaFhlvLsklNxMtBp4uakRHLUPPur04t4EkCIXDKt264TYzdlCgWXMCx2Eg0x4zfsCtqGhiwA3U2zvYZ01yg92o+UOSHSTP09kbJA60Hgm2TA8FpPeiPxP6+dYP+4m4owThBCPn6on0iKER2VRHtCAUc5MIRxJcxfKb9minE0VRZNCe7kytOksV9xDysHFwel02peR4Fskx1SJi45IqfknNRInXDySJ7JK3mznqwX6936GEdnrHxmi/yB9fkD/O6eng==</latexit>

Bel(xt) = ⌘P (zt|xt)Bel(xt)
<latexit sha1_base64="pIW5DapCz4WitNlinwIJ9wMFvc8=">AAACRnichVA9SwNBFHwXv+NX1NJmMQixCXcS1EYIsbGMYDSQO469zZ4u7n2w+06M5/06G2s7f4KNhSK2bmIKjYIDC8PMvN23E6RSaLTtJ6s0NT0zOze/UF5cWl5Zraytn+kkU4x3WCIT1Q2o5lLEvIMCJe+mitMokPw8uDoa+ufXXGmRxKc4SLkX0YtYhIJRNJJf8Vpc1m583CGHxA0VZXm7duvj3UhyEzM6vDk3qcLEcix2itwVMZL/Yn1jFX6latftEchv4oxJFcZo+5VHt5+wLOIxMkm17jl2il5OFQomeVF2M81Tyq7oBe8ZGtOIay8f1VCQbaP0SZgoc8yGI/X7RE4jrQdRYJIRxUs96Q3Fv7xehuGBl4s4zZDH7OuhMJMEEzLslPSF4gzlwBDKlDC7EnZJTZlomi+bEpzJL/8mZ7t1Z6/eOGlUm61xHfOwCVtQAwf2oQnH0IYOMLiHZ3iFN+vBerHerY+vaMkaz2zAD5TgEyUNskk=</latexit>

Bel(xt) =
P (zt|xt)Bel(xt)R
P (zt|xt)Bel(xt)dxt

<latexit sha1_base64="OW01/1G11qoJz6nFokUNnM+Ysf0=">AAACF3icbVDLSgNBEJyNrxhfUY9eBoOQXMKuBPUiBL14jGAekMRldjKbTDL7YKZXjWv+wou/4sWDIl715t84SRbUaEFDUdVNd5cTCq7AND+N1Nz8wuJSejmzsrq2vpHd3KqpIJKUVWkgAtlwiGKC+6wKHARrhJIRzxGs7gxOx379iknFA/8ChiFre6Trc5dTAlqys8Vrm+Nj3HIloXElf2vD3Y0Nl7wwilsq8uw+/hb7hZGdzZlFcwL8l1gJyaEEFTv70eoENPKYD1QQpZqWGUI7JhI4FWyUaUWKhYQOSJc1NfWJx1Q7nvw1wnta6WA3kLp8wBP150RMPKWGnqM7PQI9NeuNxf+8ZgTuUTvmfhgB8+l0kRsJDAEeh4Q7XDIKYqgJoZLrWzHtER0R6CgzOgRr9uW/pLZftA6KpfNSrnySxJFGO2gX5ZGFDlEZnaEKqiKK7tEjekYvxoPxZLwab9PWlJHMbKNfMN6/AMbIn7c=</latexit>

wi =
P (zt|xi

t)P
j P (zt|xj

t )



0.50
0.25
0.25

Normalized Importance Sampling



0.50

0.25

0.25

Normalized Importance Sampling



0.50 × 0.02 = 0.01

0.25 × 0.20 = 0.05

0.25 × 0.08 = 0.02

Normalized Importance Sampling



0.125

0.625

0.250

Normalized Importance Sampling



0.125

0.625

0.250

Normalized Importance Sampling
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Overall Particle Filter algorithm – v1
Initial Prior

<latexit sha1_base64="5TRA0bR8cbOorMqU1TkX2pjBnJk=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahXsqulOqx6MVjBfsB7VKyabaNzSZLkhXL0v/gxYMiXv0/3vw3pu0etPXBwOO9GWbmBTFn2rjut5NbW9/Y3MpvF3Z29/YPiodHLS0TRWiTSC5VJ8CaciZo0zDDaSdWFEcBp+1gfDPz249UaSbFvZnE1I/wULCQEWys1IrLT333vF8suRV3DrRKvIyUIEOjX/zqDSRJIioM4VjrrufGxk+xMoxwOi30Ek1jTMZ4SLuWChxR7afza6fozCoDFEplSxg0V39PpDjSehIFtjPCZqSXvZn4n9dNTHjlp0zEiaGCLBaFCUdGotnraMAUJYZPLMFEMXsrIiOsMDE2oIINwVt+eZW0LiperVK9q5bq11kceTiBUyiDB5dQh1toQBMIPMAzvMKbI50X5935WLTmnGzmGP7A+fwBpEKOhw==</latexit>

p(x0)

Estimate 
<latexit sha1_base64="2Zq+TGpUpE2+pbS0/EsK/vcMas4=">AAAB/HicbVDLSgMxFM34rPU12qWbYBHqpsxIUZelblxWsA9ohyGTZtrQTDIkGXEY6q+4caGIWz/EnX9jpp2Fth4IHM65h3tzgphRpR3n21pb39jc2i7tlHf39g8O7aPjrhKJxKSDBROyHyBFGOWko6lmpB9LgqKAkV4wvcn93gORigp+r9OYeBEacxpSjLSRfLsyFMbO01mLsFnt0dfnvl116s4ccJW4BamCAm3f/hqOBE4iwjVmSKmB68Tay5DUFDMyKw8TRWKEp2hMBoZyFBHlZfPjZ/DMKCMYCmke13Cu/k5kKFIqjQIzGSE9UcteLv7nDRIdXnsZ5XGiCceLRWHCoBYwbwKOqCRYs9QQhCU1t0I8QRJhbfoqmxLc5S+vku5F3b2sN+4a1WarqKMETsApqAEXXIEmuAVt0AEYpOAZvII368l6sd6tj8XomlVkKuAPrM8fw2uU2Q==</latexit>

Bel(xt)

Estimate 
<latexit sha1_base64="LJC272dvVf1f/mMsaRyV7EM/eZk=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BItQLyWRoh5LvXisYD+gDWWznbRLN5u4uxFL6J/w4kERr/4db/4bt20O2vpg4PHeDDPz/JgzpR3n28qtrW9sbuW3Czu7e/sHxcOjlooSSbFJIx7Jjk8UciawqZnm2IklktDn2PbHNzO//YhSsUjc60mMXkiGggWMEm2kTh15+amvz/vFklNx5rBXiZuREmRo9ItfvUFEkxCFppwo1XWdWHspkZpRjtNCL1EYEzomQ+waKkiIykvn907tM6MM7CCSpoS25+rviZSESk1C33SGRI/UsjcT//O6iQ6uvZSJONEo6GJRkHBbR/bseXvAJFLNJ4YQKpm51aYjIgnVJqKCCcFdfnmVtC4q7mWlelct1epZHHk4gVMogwtXUINbaEATKHB4hld4sx6sF+vd+li05qxs5hj+wPr8AVC2j4I=</latexit>

Bel(xt)

Dynamics/Prediction

Measurement/Correction

Sample particles from propagating weights 

1. Weight samples by 

2. Normalize weights

<latexit sha1_base64="akyYI1MreohwjPAmxbEGexRan9k=">AAAB8XicbVBNT8JAEJ3iF+IX6tFLIzHBC2kNUY9ELx4xETBC02yXLWzYbpvdqRGRf+HFg8Z49d9489+4QA8KvmSSl/dmMjMvSATX6DjfVm5peWV1Lb9e2Njc2t4p7u41dZwqyho0FrG6DYhmgkvWQI6C3SaKkSgQrBUMLid+654pzWN5g8OEeRHpSR5yStBId0n50cenBx+P/WLJqThT2IvEzUgJMtT94lenG9M0YhKpIFq3XSdBb0QUcirYuNBJNUsIHZAeaxsqScS0N5pePLaPjNK1w1iZkmhP1d8TIxJpPYwC0xkR7Ot5byL+57VTDM+9EZdJikzS2aIwFTbG9uR9u8sVoyiGhhCquLnVpn2iCEUTUsGE4M6/vEiaJxX3tFK9rpZqF1kceTiAQyiDC2dQgyuoQwMoSHiGV3iztPVivVsfs9aclc3swx9Ynz9gXpC8</latexit>

p(zt|xt)
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What happens across multiple steps?

<latexit sha1_base64="FuI+3hs8GTB1W5rXSayYHkdv6T8=">AAAB9HicbVDLTgJBEOzFF+IL9ehlIjHBC9k1RD0SvXjERB4JbMjsMAsTZh/O9BIR+Q4vHjTGqx/jzb9xgD0oWEknlarudHd5sRQabfvbyqysrq1vZDdzW9s7u3v5/YO6jhLFeI1FMlJNj2ouRchrKFDyZqw4DTzJG97geuo3hlxpEYV3OIq5G9BeKHzBKBrJbaMIuCZx8fHp4bSTL9glewayTJyUFCBFtZP/ancjlgQ8RCap1i3HjtEdU4WCST7JtRPNY8oGtMdbhobU7HLHs6Mn5MQoXeJHylSIZKb+nhjTQOtR4JnOgGJfL3pT8T+vlaB/6Y5FGCfIQzZf5CeSYESmCZCuUJyhHBlCmRLmVsL6VFGGJqecCcFZfHmZ1M9KznmpfFsuVK7SOLJwBMdQBAcuoAI3UIUaMLiHZ3iFN2tovVjv1se8NWOlM4fwB9bnD1OskdI=</latexit>

⇥p(z|x)
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Importance weights get multiplied at each step



Why might this be bad?
Importance weights get multiplied at each step

1. May blow up and get numerically unstable over many steps
2. Particles stay stuck in unlikely regions

TRUE POSTERIOR TRUE POSTERIOR TRUE POSTERIOR



Resampling

n Given: Set S of weighted samples (from measurement step) 
with weights wi

n Wanted : unweighted random sample, where the probability 
of drawing xi is given by wi. 

n Typically done n times with replacement to generate new 
sample set S’.



• Spin a roulette wheel

• Space according to weights

• Pick samples based on where it lands

w2

w3

w1wn

Wn-1

Resampling
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Resampling in a particle filter

Resample particles from weighted distribution to give unweighted set of particles

Resampling

<latexit sha1_base64="HOKqiRVEE89M2dfLQfgY2D0oGyo=">AAACF3icbVDLSgMxFM34rPU16tJNsAh1U2ZE1I0gdeOygn1AW4ZMeqvBzIPkjljH/oUbf8WNC0Xc6s6/MZ3OQlsPBA7nnJvkHj+WQqPjfFszs3PzC4uFpeLyyuraur2x2dBRojjUeSQj1fKZBilCqKNACa1YAQt8CU3/5mzkN29BaRGFlziIoRuwq1D0BWdoJM+uVEGW7zzcoye0A8horXzv4UOmdCIzObo4NaFhlvLsklNxMtBp4uakRHLUPPur04t4EkCIXDKt264TYzdlCgWXMCx2Eg0x4zfsCtqGhiwA3U2zvYZ01yg92o+UOSHSTP09kbJA60Hgm2TA8FpPeiPxP6+dYP+4m4owThBCPn6on0iKER2VRHtCAUc5MIRxJcxfKb9minE0VRZNCe7kytOksV9xDysHFwel02peR4Fskx1SJi45IqfknNRInXDySJ7JK3mznqwX6936GEdnrHxmi/yB9fkD/O6eng==</latexit>

Bel(xt) = ⌘P (zt|xt)Bel(xt)
<latexit sha1_base64="pIW5DapCz4WitNlinwIJ9wMFvc8=">AAACRnichVA9SwNBFHwXv+NX1NJmMQixCXcS1EYIsbGMYDSQO469zZ4u7n2w+06M5/06G2s7f4KNhSK2bmIKjYIDC8PMvN23E6RSaLTtJ6s0NT0zOze/UF5cWl5Zraytn+kkU4x3WCIT1Q2o5lLEvIMCJe+mitMokPw8uDoa+ufXXGmRxKc4SLkX0YtYhIJRNJJf8Vpc1m583CGHxA0VZXm7duvj3UhyEzM6vDk3qcLEcix2itwVMZL/Yn1jFX6latftEchv4oxJFcZo+5VHt5+wLOIxMkm17jl2il5OFQomeVF2M81Tyq7oBe8ZGtOIay8f1VCQbaP0SZgoc8yGI/X7RE4jrQdRYJIRxUs96Q3Fv7xehuGBl4s4zZDH7OuhMJMEEzLslPSF4gzlwBDKlDC7EnZJTZlomi+bEpzJL/8mZ7t1Z6/eOGlUm61xHfOwCVtQAwf2oQnH0IYOMLiHZ3iFN+vBerHerY+vaMkaz2zAD5TgEyUNskk=</latexit>

Bel(xt) =
P (zt|xt)Bel(xt)R
P (zt|xt)Bel(xt)dxt

<latexit sha1_base64="OW01/1G11qoJz6nFokUNnM+Ysf0=">AAACF3icbVDLSgNBEJyNrxhfUY9eBoOQXMKuBPUiBL14jGAekMRldjKbTDL7YKZXjWv+wou/4sWDIl715t84SRbUaEFDUdVNd5cTCq7AND+N1Nz8wuJSejmzsrq2vpHd3KqpIJKUVWkgAtlwiGKC+6wKHARrhJIRzxGs7gxOx379iknFA/8ChiFre6Trc5dTAlqys8Vrm+Nj3HIloXElf2vD3Y0Nl7wwilsq8uw+/hb7hZGdzZlFcwL8l1gJyaEEFTv70eoENPKYD1QQpZqWGUI7JhI4FWyUaUWKhYQOSJc1NfWJx1Q7nvw1wnta6WA3kLp8wBP150RMPKWGnqM7PQI9NeuNxf+8ZgTuUTvmfhgB8+l0kRsJDAEeh4Q7XDIKYqgJoZLrWzHtER0R6CgzOgRr9uW/pLZftA6KpfNSrnySxJFGO2gX5ZGFDlEZnaEKqiKK7tEjekYvxoPxZLwab9PWlJHMbKNfMN6/AMbIn7c=</latexit>

wi =
P (zt|xi

t)P
j P (zt|xj

t )
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Original: Normalized Importance Sampling
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New: Normalized Importance Sampling with Resampling
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New: Normalized Importance Sampling with Resampling
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Overall Particle Filter algorithm – v2
Initial Prior

<latexit sha1_base64="5TRA0bR8cbOorMqU1TkX2pjBnJk=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahXsqulOqx6MVjBfsB7VKyabaNzSZLkhXL0v/gxYMiXv0/3vw3pu0etPXBwOO9GWbmBTFn2rjut5NbW9/Y3MpvF3Z29/YPiodHLS0TRWiTSC5VJ8CaciZo0zDDaSdWFEcBp+1gfDPz249UaSbFvZnE1I/wULCQEWys1IrLT333vF8suRV3DrRKvIyUIEOjX/zqDSRJIioM4VjrrufGxk+xMoxwOi30Ek1jTMZ4SLuWChxR7afza6fozCoDFEplSxg0V39PpDjSehIFtjPCZqSXvZn4n9dNTHjlp0zEiaGCLBaFCUdGotnraMAUJYZPLMFEMXsrIiOsMDE2oIINwVt+eZW0LiperVK9q5bq11kceTiBUyiDB5dQh1toQBMIPMAzvMKbI50X5935WLTmnGzmGP7A+fwBpEKOhw==</latexit>

p(x0)

Estimate 
<latexit sha1_base64="2Zq+TGpUpE2+pbS0/EsK/vcMas4=">AAAB/HicbVDLSgMxFM34rPU12qWbYBHqpsxIUZelblxWsA9ohyGTZtrQTDIkGXEY6q+4caGIWz/EnX9jpp2Fth4IHM65h3tzgphRpR3n21pb39jc2i7tlHf39g8O7aPjrhKJxKSDBROyHyBFGOWko6lmpB9LgqKAkV4wvcn93gORigp+r9OYeBEacxpSjLSRfLsyFMbO01mLsFnt0dfnvl116s4ccJW4BamCAm3f/hqOBE4iwjVmSKmB68Tay5DUFDMyKw8TRWKEp2hMBoZyFBHlZfPjZ/DMKCMYCmke13Cu/k5kKFIqjQIzGSE9UcteLv7nDRIdXnsZ5XGiCceLRWHCoBYwbwKOqCRYs9QQhCU1t0I8QRJhbfoqmxLc5S+vku5F3b2sN+4a1WarqKMETsApqAEXXIEmuAVt0AEYpOAZvII368l6sd6tj8XomlVkKuAPrM8fw2uU2Q==</latexit>

Bel(xt)

Estimate 
<latexit sha1_base64="LJC272dvVf1f/mMsaRyV7EM/eZk=">AAAB73icbVBNS8NAEJ3Ur1q/qh69BItQLyWRoh5LvXisYD+gDWWznbRLN5u4uxFL6J/w4kERr/4db/4bt20O2vpg4PHeDDPz/JgzpR3n28qtrW9sbuW3Czu7e/sHxcOjlooSSbFJIx7Jjk8UciawqZnm2IklktDn2PbHNzO//YhSsUjc60mMXkiGggWMEm2kTh15+amvz/vFklNx5rBXiZuREmRo9ItfvUFEkxCFppwo1XWdWHspkZpRjtNCL1EYEzomQ+waKkiIykvn907tM6MM7CCSpoS25+rviZSESk1C33SGRI/UsjcT//O6iQ6uvZSJONEo6GJRkHBbR/bseXvAJFLNJ4YQKpm51aYjIgnVJqKCCcFdfnmVtC4q7mWlelct1epZHHk4gVMogwtXUINbaEATKHB4hld4sx6sF+vd+li05qxs5hj+wPr8AVC2j4I=</latexit>

Bel(xt)

Dynamics/Prediction

Measurement/Correction

Sample particles from 
<latexit sha1_base64="qGWJjvEKY7kfXB9cT/LiWlFx9GE=">AAACAnicbZBNS8MwGMfT+TbnW9WTeAkOYYKOVoZ6HHrxOMG9wFZKmqVbWJqWJBVHLV78Kl48KOLVT+HNb2O69aCbDyT8+P+fh+T5exGjUlnWt1FYWFxaXimultbWNza3zO2dlgxjgUkThywUHQ9JwignTUUVI51IEBR4jLS90VXmt++IkDTkt2ocESdAA059ipHSkmvuRZV7N1HpQ3af2OkxjKdw5Jplq2pNCs6DnUMZ5NVwza9eP8RxQLjCDEnZta1IOQkSimJG0lIvliRCeIQGpKuRo4BIJ5mskMJDrfShHwp9uIIT9fdEggIpx4GnOwOkhnLWy8T/vG6s/AsnoTyKFeF4+pAfM6hCmOUB+1QQrNhYA8KC6r9CPEQCYaVTK+kQ7NmV56F1WrXPqrWbWrl+mcdRBPvgAFSADc5BHVyDBmgCDB7BM3gFb8aT8WK8Gx/T1oKRz+yCP2V8/gBNQ5a5</latexit>

p(xt|xt�1, ut�1)

1. Weight samples by 

2. Resample particles to get unweighted set

<latexit sha1_base64="akyYI1MreohwjPAmxbEGexRan9k=">AAAB8XicbVBNT8JAEJ3iF+IX6tFLIzHBC2kNUY9ELx4xETBC02yXLWzYbpvdqRGRf+HFg8Z49d9489+4QA8KvmSSl/dmMjMvSATX6DjfVm5peWV1Lb9e2Njc2t4p7u41dZwqyho0FrG6DYhmgkvWQI6C3SaKkSgQrBUMLid+654pzWN5g8OEeRHpSR5yStBId0n50cenBx+P/WLJqThT2IvEzUgJMtT94lenG9M0YhKpIFq3XSdBb0QUcirYuNBJNUsIHZAeaxsqScS0N5pePLaPjNK1w1iZkmhP1d8TIxJpPYwC0xkR7Ot5byL+57VTDM+9EZdJikzS2aIwFTbG9uR9u8sVoyiGhhCquLnVpn2iCEUTUsGE4M6/vEiaJxX3tFK9rpZqF1kceTiAQyiDC2dQgyuoQwMoSHiGV3iztPVivVsfs9aclc3swx9Ynz9gXpC8</latexit>

p(zt|xt)
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Particles begin equally distributed, no motion or observation

All particles migrate to one room!

Problem 1: Two Room Challenge



50% prob. of resampling particle from Room 1 vs Room 2
31% prob. of preserving 50-50 particle split

All particles migrate to one room!

Reason: Resampling Increases Variance



n Key idea: resample less often! (e.g., if the robot is stopped, 
don’t resample). Too often may lose particle diversity, 
infrequently may waste particles

n Common approach: don’t resample if weights have low 
variance

n Can be implemented in several ways: don’t resample when…
n …all weights are equal
n …weights have high entropy
n …ratio of max to min weights is low

Idea 1: Judicious Resampling



n Sample one random number
n Covers space of samples more systematically (and more 

efficiently)
n If all samples have same importance weight, won’t lose 

particle diversity
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Idea 2: Low-Variance Resampling



Other Practical Concerns
n How many particles is enough?

n Typically need more particles at the beginning (to cover possible states)
n KLD Sampling (Fox, 2001) adaptively increases number of particles when state 

uncertainty is high, reduces when state uncertainty is low

n Particle filtering with overconfident sensor models
n Squash sensor model prob. with power of 1/m (Lecture 3) 
n Sample from better proposal distribution than motion model

n Manifold Particle Filter (Koval et al., 2017) for contact sensors

n Particle starvation: no particles near current state

https://proceedings.neurips.cc/paper/2001/file/c5b2cebf15b205503560c4e8e6d1ea78-Paper.pdf
https://www.cs.cmu.edu/~kaess/pub/Koval17icra.pdf


MuSHR Localization Project

n Implement kinematic car motion model

n Implement different factors of single-beam sensor 
model

n Combine motion and sensor model with the Particle 
Filter algorithm



Class Outline

Motion Planning Lazy Search

Search

Feedback Control

LQRMPC

Robotic System Design Filtering
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State Estimation Control

Planning

PID Control

Heuristic Search

Learning

Actor-Critic Model-Based RL

Imitation Learning Policy Gradient


