Video Imaged Spatial Positioning

Abstract

Our video imaged spatial positioning system provides users the spatial coordinate at a given location in an environment. Though this spatial coordinate is relative to a fixed location, the user can use the coordinates that are generated in a wide variety of applications. The user can create three-dimensional rendering of an object in space, or the user can determine physical measurements of an object. Furthermore, the user could develop a motion tracking system around our system. Though there are other systems that provide positioning information such as Infrared (IR) sensors and Radio Frequency (RF) sensors, not many systems provide spatial information. We provide an alternative spatial positioning system that is simple to use and has no learning curve. Outlined in this document is our proposed implementation.

Problem Description

You are at home and you want to replace your gutter. Because of the how your existing gutter was built, you need to measure the width and length of the gutter. To do this, you will get a ladder, climb up to the roof, and use a ruler to make the necessary measurements. In this scenario, you are being inconvenienced and more importantly, you can fall off the roof and become hurt. 


Similarly, civil and mechanical engineers, mechanics, architects, and other industry professionals encounter a similar scenario. These professionals are required to make a precise linear measurement of their work because they want to make sure that their product met their specification. For most linear measurements, conventional tools work. Yet if the object is partially enclosed in hard-to-reach places, professionals are faced with an issue. How can professionals and amateurs alike make an accurate measurement conveniently?

Goal

We will produce a system that conveniently provides users with spatial coordinates relative to a fixed known location and does not require extensive training before operating.

Objective

Our objective is to design a digital system that will take visual input, identify a visually distinct marker, and extrapolate a three-dimensional coordinate for the marker in relation to a known reference point, with an accuracy of 1.0 inch from the real measurements.

Benefits

Our video imaged spatial positioning system is versatile because it can be placed in any environment. Then for a given set of coordinates, we can develop a description of an object. In addition, our system is a viable alternative to comparable RF and IR systems. Instead of continuously using IR or RF to ping a receiver, we are using digital imaging. Thus if excessive RF or IR transmissions is an issue, our system provides a good solution.

In addition, user initializations are not necessary. To use this system, the user only needs to place the cameras and a marker into the environment. From here, everything is automated and the user will receive the coordinates. For an RF system multiple RF receivers and transceivers would need to be placed throughout the environment. Then the user would need to configure the strengths of all of the RF modules and a number of other parameters before attempting to correlate the information to determine a location. RF is a more difficult solution to setup and develop. So in comparison, we provide a more convenient system for the user.

IMPLEMENTATION

To make our system, we have identified 4 distinct subsystems that will need to be created. The subsystems are as follows: 

(1) Image Capturing

(2) Image Processing

(3) Data Correlation

(4) Presenting the data

Image Capturing

In our project, we want to generate a three-dimensional coordinate of a user-defined point in space in relations to our cameras. To achieve this, we plan to use two color cameras that can produce high-resolution digital images with more than 256 color shades. The cameras will be mounted onto a movable platform, adjacent to each other with a fixed distance between them. In addition, we provide the user with a special colored marker that is distinguishable from the surrounding environment.

For the Image Capturing to be successful, the user would place the marker at a location in the environment where the user wants a spatial coordinate. Then each camera takes a digital image of the environment and streams the pixel representation of the image to an attached microprocessor for processing.

Image Processing

For image processing, our goal is to generate two angles: a horizontal angle alpha and a vertical angle beta. These angles, alpha and beta, are shown in Figure 1.
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Figure 1 – Overhead view of a single camera and marker

Obtaining the two angles is done as follows. Each camera is connected to a microprocessor. As the cameras stream the digital image to their respective microprocessor, each microprocessor will attempt to find the pixels that correspond to the marker. Once the microprocessors locate the necessary pixels, the microprocessors will reference the pixels as some x and y distance from the center of the image. (The pixels that correspond to the center of the image is predetermined due to the camera’s limitation of producing images of a certain pixel width and height.) Then, taking the pixel’s relative position, the microprocessors will determine the angles of their respective images and will feed these angles to the Data Correlation subsection.

Data Correlation

For data correlation, we determine the three-dimensional coordinate of the marker in relations to the two cameras using the four angles we obtained from the Image Processing Section. To correlate the data, we plan to use an XSV-300 circuit board with a Field Programmable Gate Array (FPGA) chip. The FPGA will be programmed with the necessary logic to handle the calculations.

Presenting the Data

After we have calculated the three-dimensional coordinate, we want to present this coordinate to the user of our system. To achieve this, we will transmit the coordinates using an RF signal to a PDA that the user will have. The PDA will then take the coordinates and display the coordinates in an application that is preloaded onto the user’s PDA.

DESIGN ISSUES

We have identified four main design issues.

Precision: Embedded systems are only capable of integer operations. Because of this, we cannot attempt arithmetic operations that require decimal precision. Our initial research has shown that the coordinates we can produce will be within an inch of the real coordinates every 100 feet away from the cameras.

Geometric Calculations: Because we cannot do floating-point arithmetic, we found two alternative methods: use a set of lookup tables or emulate floating-point arithmetic. Currently, we plan to use the table approach. Specifically, we need a table for pixel to angle translation and a table for a pair of angles to distance calculations. The table approach is feasible because each table will consist of a bounded recordset. But, at this point we are not sure of what the tradeoffs are between using tables and using floating-point emulations.

Identifying the Marker in the Digital Image: In most cases, this will not be an issue. We are currently looking at identifying the marker through its color from the digital image. Yet to do this, we need to choose a marker color that will not blend into the surrounding environment. We are confident we can choose a marker color that will be distinct enough for most environments, but we know that we will not be able to find a universal marker color. This limits where our system can and cannot be used. We, currently, do not know the extent of the limitations.

RF or Infrared: At this point, we are planning to use RF as the media to communicate between the XSV-300 circuit board and the user’s PDA. Currently, we have not fully explored the tradeoffs between these two communication protocols.

COSTS AND RESOURCES
We currently estimate the cost of developing our system to be nothing as all of the necessary parts are provided by the CSE Department. Below is a list of preliminary parts.

	Part Name
	Manufacturer
	Part Number
	Supplier
	Cost

	XSV-300
	Xillinx
	XSV300
	CSE Dept.
	No Cost

	Spectronix RoboCam
	Spectronix
	RC-1BW
	CSE Dept.
	No Cost

	Virtual Wire Development Kit
	RF Monolithics
	DR1004-DK
	CSE Dept.
	No Cost

	XSV-40
	Xillinx
	XSV40-010XL
	CSE Dept
	No Cost

	Windows CE Device
	Unknown
	Unknown
	CSE Dept
	No Cost


Division of Labor

With the three people present in our group, we plan to break the work up along the topics shown in Table 1 below.

Table 1: Division of Labor between each group member

	Kevin Chan
	· Windows CE application development

· Examine RF and IR tradeoffs

· Develop wireless communication protocol

· Synthesis hardware necessary to send RF or IR packets.

· Help to synthesis image processing hardware



	Esteban Salazar
	· Learn Camera Interfaces

· Develop algorithm for determining the angles

· Develop the image processing hardware



	Cephas Lin
	· Look into table versus floating-point emulation tradeoffs

· Develop data correlation hardware

· Develop algorithms to determine the three-dimensional coordinates.


According to our project guidelines, we plan on developing and producing a final product in 10 weeks. Table 2 below is an outline of our preliminary per week breakdown of what we hope to accomplish.

Table 2: Preliminary weekly goals

	Week
	Productivity Goals

	April 8 - 14
	· Obtain all necessary parts

· Determine the necessary algorithms for finding angles and coordinates

· Explore the tradeoffs between tables and floating-point emulations

· Explore Windows CE programming paradigm and get a sample application that demonstrates and understanding of the programming environment

· Explore the camera interfaces

· Begin work on preliminary design package



	April 15 - 21
	· Explorer RF and IR tradeoffs

· Begin synthesizing image processing algorithms into hardware.

· Begin development of Windows CE application used to display information to the user

· Submit preliminary design package

· Prepare for preliminary design package presentation



	April 22 - 28
	· Debug the image capture and image processing subsystems.

· Determine the wireless protocol that sits on top of RF or IR which will be used to transmit the data to the Windows CE device.

· Debug the Windows CE application

· Submit revised preliminary design package



	April 29 - May 5
	· Begin data correlation subsystem

· Begin work on final design package



	May 6 - 12
	· Debug data correlation subsystem

· Integrate the data correlation subsystem with image capture and image processing subsystem

· Develop the RF or IR communication link in hardware

· Submit final design package

· Prepare for final design presentation



	May 13 - 19
	· Debug the RF and IR communication link

· Integrate all subsystems together and test the entire system

· Submit revised final design package



	May 20 - 26
	· Begin product brochure

· Plan a demonstration

· Finalize all design constraints, specifications, and assumptions we made

· Begin final project report



	May 27 - June 2
	· Finish project brochure

· Finish final project report




SUMMARY

Our three-dimensional positioning system consists of two cameras, a data conditioning board, and a Windows CE application. From this set of tangible components, our three-dimensional positioning system provides a convenient way for anyone to find the coordinates of a specific point in relations to a fixed known position. In this case, the known position is in relations to two cameras. For our system to work, the user need only position the cameras and place a special marker at a location in the environment. Then our system sends the user the coordinate of the marker. The user does not need to conduct any configuration steps. This alone increases the users productivity as it eliminates the learning curve. In addition, by providing the user with just coordinates, the user has complete freedom with how they want to massage the data. The user can correlate the points to produce physical dimensions of an object or the user can generate a three-dimensional rendering of an object. Ultimately, our three-dimensional positioning system provides a framework that is convenient to use and allows the user the complete freedom to massage the data as they choose fit.

