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Announcements

s PS4: June 2nd
s HW5:

= June 9th (in the finals week)

= No late days -
= We would release it June 3rd or 4th,

= Monday, May 31st No class (Memorial day)



Which Algorithm?

Particle filter, uniform initial beliefs, 25 particles




Which Algorithm?

Exact filter, uniform initial beliefs




Which Algorithm?

Particle filter, uniform initial beliefs, 300 particles




Robot Localization

= In robot localization:

= We know the map, but not the robot’s position

= Observations may be vectors of range finder readings —
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= State space and readings are typically continuous (works
basically like a very fine grid) and so we cannot store B(X)

= Particle filtering is a main technique




Particle Filter Localization (Sonar)
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Particle Filter Localization (Laser)




Our Status in 47/3

= Done with Search and Planning
s Done with Decision Making Under Uncertainty

= Done with Probabilistic Inference
s Next Topic: Machine Learning and Neural Networks (Briefly)

s Recommend to take CSE 446 for more
L ]




Machine Learning

= Up until now: how use a model to make optimal decisions

= Machine learning: how to acquire a model from data / experience

» Learning parameters (e.g. probabilities) 4—
/.Learning structure (e.g. BN graphs)

/Learning hidden concepts (e.g. clustering, neural nets)
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» First: model-based classification with Naive Bayes V/
= Machine Learning practices

——

——



Classification




Example: Spam Filter

= Input: an email
» Output: spam/ham

Ji

= Get a large collection of example emails, each labeled
“spam” or “ham”

= Note: someone has to hand label all this data!
/-\-éLant to learn to predict labels of new, future emails

= Features: The a;c:@).ites used to make the ham /
spam decision

Words: FREE! QQ
Text Patterns: ,

Non-text: Sendedn€ortacts;, WidelyBroadcast

First, | must solicit your confidence in this
transaction, this is by virture of its nature
as being utterly confidencial and top
secret. ...

TO BE REMOVED FROM FUTURE
MAILINGS, SIMPLY REPLY TO THIS (
MESSAGE AND PUT "REN@LE" IN THE
SUBJECT.
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99 MILLI |IL ADDRESSES
FOR ONLY S99

Ok, Iknow this is blatantly OT but I'm
beginning to go insane. Had an old Dell
Dimension XPS sitting in the corner and
decided to put it to use, | know it was
orking pre being stuck in the corner,
but when | plugged it in, hit the power
nothing happened.




Example: Digit Recognition

Input: images / pixel grids 11
Output: a digit 0-9 - —> &

Setup: ( — 11

= Get a large collection of example images, each labeled with a digit

= Note: someone has to hand label all this data! ; )
= Want to learn to predict labels of new, future digit images —’ 2_

| eee ??
= Featuresareincreasingly induced rather than crafted Q \3) "



Other Classification Tasks

» Classification: given inputs x, predict labels (classes) y
T ———

= Examples:
= Medical diagnosis (input: symptomes,
_—"classes: diseases)
—
= Fraud detection (input: accourttactivity,
e
classes: fraud / no fr;ud)
= Automatic eSsay grading (input: document,
classes: grades)
= Customer service email routing
o gm—
= Review sentiment
= Language ID
... many more

» Classification is an important commercial technology!

oo

| Tdentify the Object:

A) Dog
®) Car
C) Box
P) Alligator

| =




Model-Based Classification




Model-Based Classification

= Model-based approach
= Build a model (e.g. Bayes’ net) where

both the output tabelrandmput

features are random variables

= Instantiate any observed features

= Query for the distribution of the label
conditioned on the features

= Challenges

» What structure should the BN have?
= How should we learn its parameters?

S




Naive Bayes for Digits v

= Naive Bayes: Assume all features are independent effects of the label

« Simple di jon version: \
= One feature (variable) F; for each grid position <i,j>

= Feature values are on / off, based on whether intensity

is more or less than 0.5 in underlying image P(g‘ 1\/
= Each input maps to a feature vector, e.g. - .. @
’1 Foo—0F01—0F02—1Fo3—1Fo4—0o . F1515 = 0) ?\

" ere:10ts O e:ﬁﬁs'f’eac IS DINary value
et o - - F13,6) = PCOLL PR 1)

P(Y|Fo0-- F15.15) (c )PV P(Fi ;1Y)
= What do we need to Iea~r—“—§* — /5]

= Naive Bayes model:

o L




General Naive Bayes

= A general Naive Bayes model:

|Y| parameters

P(Y,F1...Fp)= P ][ P(FY) (@
’I: Q
Y| x |F|nvalues nx [F| x|Y|
parameters

= We only have to specify how-each-feature dependsonthe class
» Total number of parameters is linear in n
= Model is very simplistic, but often works anyway




General Naive Bayes

= What do we need in order to use Naive Bayes?

= Estimates of local conditional probability tables

« P(Y), the prior over labels
P(F.|Y) for each feature (evidence variable)

These probabilities arecollectively called theyparameters of the model and
denoted by 0

Up until now, we assumed these-appeared by magic, but...
...they typically come from training data counts: we’ll look at this soon



Example: Conditional Probabilities

P(Y) ¢ P(F31 =on|Y) F(F5,5 = on|Y)
1 10.1 / 1 [0.01 v 1 0.05
2 0.1 2 10.05 2 (0.01
3 0.1 3 10.05 3 10.90
4 |01 ‘ / 4 10.30 4 [0.80
5 (0.1 p 5 10.80 5 10.90
6 |0.1 6 [0.90 6 {0.90
7 10.1 7 [0.05 7 [0.25
8 0.1 8 [0.60 8 [0.85
9 10.1 9 (0.50 9 (0.60
0 |0.1 0 (0.80 0 {0.80




Training and Testing

Hactice
Exam




Empirical Risk Minimization

H A~ N

= Empirical risk minimization
= Basic principle of machine learning
= We want the model (classifier, etc) that does best on the true test distribution
= Don’t know the true distribution so pick the best model on our actual training set
= Finding “the best” model on the training set is phrased as an optimization problem

= Main worry: overfitting to the training set

= Better with more training data (less sampling variance, training more like test)

» Better if we limit the complexity of our hypotheses (regularization and/or small
hypothesis spaces)




Important Concepts

Data: labeled instances (e.g. emails marked spam/ham)
= Training set
= Held out set
m Jestset

Training

Features: attribute-value.pairs which characterize each x Dat
ata

Experimentation cycle
= Learn garameters (e.g. model probabilities)on training set
= (Tune hyperparameters on held-out set)
= Compute accuracy of test set Practice
= Very important: never “peek” at the test set! | Exam —(
Heid-Qut
Evaluation (many metrics possible, e.g. accuracy) Data
= Accuracy: fraction of instances predicted correctly ==

Overfitting and generalization
=  Want a classifier which does well on test data

= Overfitting: fitting the training data very closely, but not
generalizing well

Test
Data




Generalization and Overfitting
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Degree 15 polynomial

Overfitting




P(features, C = 2)

P(C=2)=0.1

P(on|C =2) =0.8
P(on|C = 2) =/0.1
P(offlCc =2) = 0.1

P(on|C =2) = 0.01

Example: Overfitting

2 wins!!

P(features,C = 3)

P(C=3)=0.1

P(on|C =3)=0.8
P(on|C =3) = 0.9
P(off|C = 3) =.0.7

P(on|C =3) =0.0




Parameter Estimation
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Parameter Estimation

= Estimating the distribution of a random variable

s Elicitation: ask a human (why is this hard?)

s Empirically: use training data (learning!)
= E.g.: for each outecemex;, look at the empirical rate of that value:

P (z) = count(x) @ @ @

total samples :
P PyL(r) =2/3

L()0) = [T Po(ay)



Tuning

TWEAK- OG- MATIC 9000




Tuning on Held-Out Data

= Now we’ve got two kinds of unknowns
» Parameters: the probabilities P(X]Y), P(Y)

» Hyperparameters: e.g.the amount / type of
smoothing to do, k, o

= What should we learn where?
s Learn parameters from training data
« lune hyperparameters on different data
= Why?
s For each value of the hyperparameters, train and
test on the held-out data

s Choose the best value and do a final test on the
test data

accuracy

training

held-out
test




Features

© Made of Metal

© 100,000-mile
drivetrain warranty




Errors, and What to Do

= Examples of errors

Dear GlobalSCAPE Customer,

GlobalSCAPE has partnered with ScanSoft to offer you the
latest version of OmniPage Pro, for just $99.99* - the regular
list price is $499! The most common question we've received
about this offer is - Is this genuine? We would like to assure
you that this offer is authorized by ScanSoft, is genuine and
valid. You can get the

.o To receive your $30 Amazon.com promotional certificate,
click through to

http://www.amazon.com/apparel

and see the prominent link for the $30 offer. All details are
there. We hope you enjoyed receiving this message. However, 1if
you'd rather not receive future e-mails announcing new store
launches, please click




What to Do About Errors?

= Need more features— words aren’t enough!
= Have you emailed the sender before?
= Have 1K other people just gotten the same email?
= Is the sending information consistent?
= Isthe email in ALL CAPS?
= Do inline URLs point where they say they point?

= Does the email address you by (your) name? © Made of Metal
: : ©0 100.000-mile
»« Can add these information sources as new drivetrain warranty

variables in the NB model




Baselines

= First step: get a baseline

= Baselines are very simple “straw man” procedures
= Help determine how hard the task is
= Help know what a “good” accuracy is

= Weak baseline: most frequent label classifier

= Gives all test instances whatever label was most common in the training set

= E.g. for spam filtering, might label everything as ham

= Accuracy might be very high if the problem is skewed

= E.g. calling everything “ham” gets 66%, so a classifier that gets 70% isn’t very good...

= For real research, usually use previous work as a (strong) baseline



