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Kernel machines take the original feature vectors andfioamsthem to a higher dimensional space
in which they can be more easily discriminated. In the boekample, 2D points are transformed
to 3D space. But, in general, we would not know what functicio Bse for this transformation.
The dot product idea is that in the higher space, we use ddupts and WE DON'T HAVE TO
KNOW WHAT F IS, just what its dot product is.

In the book’s example,
Each vectok = (x4, z3).
The functionF’ transforms each vector to 3D space.
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So to compare 2 of the original vectors, we just take theipdotiuct and square it. In general, we
develop functions of dot products that are useful in classin.



