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Microservices are distributed systems 
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Microservices are distributed systems 
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Application networks: A new class of networks

Connect endpoints of an application, not anyone

Need rich message processing, not just IP

Built by application developers, not network engineers



Outline

● Background 

● Service Mesh

● Application Defined Networks 
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Building application networks
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Building application networks
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Earlier: Custom code for each microservices

Problems:

● Huge developer burden

● Network policies evolves independently

● Trust Issues

● … 
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● Sidecar proxy handles all network logics
○ Traffic control / Routing

○ Resilience

○ Observability 

○ Security

○ Policy Enforcement

○ …

Solution: Service Mesh with Sidecar Pattern
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Service Mesh Architecture 
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Traffic Management
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Resilience
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Chaos Engineering
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Authorization
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Observability 
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Service Mesh 

● 90% organization uses service mesh according to a recent CNCF survey¹

21¹Service meshes are on the rise - CNCF ‘22



Service Mesh 

● Build on general network architecture use by the Internet
○ gRPC/HTTP/TCP/IP
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Service Mesh Challenges 
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● High Overheads
○ Throughput / Latency / CPU

Service Mesh Data Path
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End-to-End Performance Overhead

● TCP mode can increase the latency by 0.6X and CPU usage by 0.9X

● gRPC mode can increase the latency by up to 2.7X and CPU usage by 1.6X
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Latency and CPU overhead of Envoy 



Service Mesh Challenges 

● High Overheads
○ Throughput/Latency/CPU

○ Overlapping/Unnecessary functionalities

○ Information hiding
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Customize Istio Configuration



Application Defined Networks
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Idea: Application Defined Networks (ADN)

Developers specify what the network should do at a high level

❏ Application-relevant abstractions
❏ Declarative, portable 

A controller auto generate an optimized application-specific implementation 

❏ Determine what processing happens and how (incl. hardware offload)
❏ Determine message headers
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Meets application-specific needs 
without a burdened implementation that does it all



ADN architecture 

Specification Controller

Optimizer
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Compile and    
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Example

FaultInjection(probability)

SELECT * from input

WHERE input.ver == 1 AND 

      random() < probability

S1→S2: LoadBalancing→Logging→Compression→FaultInjection(0.1)

eBPF 

P4 

RPC 
library 

… 
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