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Administrative

3

A5 is out
- Due May 14th

Exam
- Mon, Mar 17 10:30-12:20
- Same room as lecture: G20
- List of topics posted on EdStem

Makeup exam
- Friday 14th (emails have been sent out with location and time)
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We are in the era of deep learning 

4



Ranjay Krishna March 13, 2025Lecture 20 -

9000

8000

7000

6000

5000

4000

3000

2000

1000

0

1980 1985 1990 1995 2000 2005 2010 2015 2020 2025

CVPR 
PapersSubmitted        Accepted  

CVPR 2022
Submissions: 8162
Accepted: 2067

5



Ranjay Krishna March 13, 2025Lecture 20 -

Deep Learning wasn’t invented overnight!
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What’s Next?
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Bigger Models, More Data, More Compute
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http://www.incompleteideas.net/IncIdeas/BitterLesson.html
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Bigger Models, More Data, More Compute
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Bigger Models, More Data, More Compute

1970 1980 1990 2000 2010 2020

Total Compute: 
Petaflop/second * days 
(log scale!)

Amodei et al, “AI 
and Compute”, 2018

18
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Bigger Models, More Data, More Compute

19

Examples that came out this year

● Stable Diffusion 3 (02/2024): text-to-image generation models from 800M 

to 8B.

● Sora (02/2024): text-to-image/video generation models

● LLaMA 3 (04/2024): large language model from 8B to 70B pretrained on 

over 15T tokens with two custom-built 24K GPU clusters

● Chameleon (05/2024): multimodal generative model, 34B parameters
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Bigger Models, More Data, More Compute: Stable Diffusion 3

https://stability.ai/news/stable-diffusion-3-research-paper

20

● Diffusion Transformer

● Rectified Flows
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Bigger Models, More Data, More Compute: Sora

https://openai.com/index/video-generation-models-as-world-simulators/

21

● Diffusion Transformer
Close-up portrait shot of a woman in autumn, 
extreme detail, shallow depth of field

Digital art of a young tiger under an apple tree 
in a matte painting style with gorgeous details
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Bigger Models, More Data, More Compute: Sora

https://openai.com/index/video-generation-models-as-world-simulators/

22

a toy robot wearing a green dress and a sun hat taking a pleasant stroll in Johannesburg, 
South Africa during a winter storm
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Bigger Models, More Data, More Compute: Sora

https://openai.com/index/video-generation-models-as-world-simulators/

23

a cool tiny demo in OpenAI website
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Bigger Models, More Data, More Compute: LLaMA 3

24



Ranjay Krishna March 13, 2025Lecture 20 -

Bigger Models, More Data, More Compute: LLaMA 3
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Bigger Models, More 
Data, More Compute: 
Chameleon
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Bigger Models, 
More Data, More 
Compute: 
Chameleon
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Bigger Models, More Data, More Compute, More problems

28

https://www.cnn.com/2024/05/16/tech/arup-deepfake-scam-loss-hong-kong-intl-hnk/index.html
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Bigger Models, More Data, More Compute, More problems

● ML Systems can encode bias

● Large models can lack common sense 

● Who should control models and data?

29
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Stepping Back: Why Build ML Systems?

Automate decision making, so machines can make decision 
instead of people.

Ideal: Automated decisions can be cheaper, more accurate, more 
impartial, improve our lives

Reality: If we aren’t careful, automated decisions can encode bias, 
harm people, make lives worse

31
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Allocative Harms

• Some systems decide how to allocate resources
• If the system is biased, it may allocate resources unfairly 
or perpetuate inequality

• Examples:
• Insurance rates
• College admissions
• Job applications
• Loan applications
• Mortgage applications
• Sentencing criminals

Barocas et al, “The Problem With Bias: Allocative Versus Representational Harms in Machine Learning”, 
SIGCIS 2017 Kate Crawford, “The Trouble with Bias”, NeurIPS 2017 Keynote

32
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Example: Video Interviewing

Source:  https://www.washingtonpost.com/technology/2019/10/22/ai-hiring-face-scanning-algorithm-increasingly-decides-whether-you-deserve-job/ 
https://www.hirevue.com/platform/online-video-interviewing-software
Example Credit: Timnit Gebru

33

http://www.washingtonpost.com/technology/2019/10/22/ai-hiring-face-scanning-algorithm-increasingly-decides-whether-you-deserve-job/
http://www.hirevue.com/platform/online-video-interviewing-software
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Representational Harms

34

A system reinforces harmful stereotypes
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Source: 
https://www.reddit.com/r/europe/comments/m9uphb/hungarian_has_no_gendered_pronouns_so_google

Hungarian does not use 
gendered pronouns

Representational Harms: Machine Translation

35

English translation 
makes assumptions

http://www.reddit.com/r/europe/comments/m9uphb/hungarian_has_no_gendered_pronouns_so_google
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Representational Harms: Machine Translation

Possible solution: 
Change the task; 
offer multiple 
suggestions

36
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Source: https://www.bbc.com/news/newsbeat-32332603

First 
woman: 
CEO
Barbie =(

37

http://www.bbc.com/news/newsbeat-32332603
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Recent 
results 
more 
diverse
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Representational Harm in Super-Resolution

Menon et al, “PULSE: Self-Supervised Photo Upsampling via Latent Space Exploration of Generative Models”, CVPR 2020 
Example source: https://twitter.com/Chicken3gg/status/1274314622447820801

Input: Low-Resolution Face Output: High-Resolution Face

39
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Representational Harm in DALL-E 2

Ramesh et al, “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022 

https://github.com/openai/dalle-2-preview/blob/main/system-card.md

Text Prompt: “lawyer”

40
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Representational Harm in DALL-E 2

Ramesh et al, “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022 

https://github.com/openai/dalle-2-preview/blob/main/system-card.md

Text Prompt: “nurse”

41
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Gender Shades: Intersectionality
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Task: Gender Classification 

Input: RGB Image

Output: {Man, Woman} Prediction

Buolamwini and Gebru, “Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification”, FAT* 2018
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MSFT     Face++     IBM
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than men
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dark skin than
light skin
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MSFT     Face++     IBM
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Gender Shades: Intersectionality
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Buolamwini and Gebru, “Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification”, FAT* 2018

Very high error for
dark-skinned women
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MSFT     Face++     IBM
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Same solutions

46
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Datasheets for Datasets
Idea: A standard list of questions to answer when releasing a 
dataset. Who created it? Why? What is in it? How was it labeled?

Gebru et al, “Datasheets for Datasets”, FAccT 2018

47
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Model Cards
Idea: A standard list of questions to answer when releasing a trained model. Who 
created it? What data was it trained on? What should it be used for? What should it 
not be used for?

Mitchell et al, “Model Cards for Model Reporting”, FAccT 2019

48
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Model Cards
Some models are just for research and 
not to be deployed. Make it clear!

https://github.com/openai/CLIP/blob/main/model-card.md

49
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Bigger Models, More Data, More Compute, More problems

● ML Systems can encode bias

● Large models can lack common sense 

● Who should control models and data?

50
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Large Models Lack Common Sense

Large vision + language models cannot correctly pair images with captions

Some plants surrounding a lightbulb

51

A lightbulb surrounding some plants

Thrush et al, “Winoground: Probing Vision and Language Models for Visio-Linguistic Compositionality”, CVPR 2022
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Large Models Lack Common Sense

Samples from DALL-E 2 for the prompt:

“a red cube on top of a blue cube”

Simple compositions of objects, 
attributes, relationships often not 
respected

Ramesh et al, “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022
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Large Models Lack Common Sense: GPT-2

Bold = prompt written by human
Italic = completion written by 
GPT-2

Examples generated using 
https://talktotransformer.com/

I was born in 1950. In the 
year 2025 my age will be
35. That was only a few 

years ago. Most things in 

life just continue to improve.

I see a black dog and a 
brown horse. The bigger 
animal's color is black, and 
the smaller is brown.
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Large Models Lack Common Sense: GPT-3

Bold = prompt written by human
Italic = completion written by GPT-3

At the party, I poured myself a glass of lemonade, but it turned out 
to be too sour, so I added a little sugar. I didn’t see a spoon handy, 
so I stirred it with a paper napkin. But that turned out to be a bad 
idea because the napkin disintegrated in the glass. After I finished the 
drink, I threw the napkin away in a wastebasket—but when I picked 
up the glass to wash it out, there was a big black spot on my hand.

Source: 
https://cs.nyu.edu/~davise/papers/GPT3CompleteTests.html
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Large Models Lack Common Sense

Open question: Can large models learn common 
sense about the world from lots of (internet) data? 
Or are there fundamental limitations?

55
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Bigger Models, More Data, More Compute, More problems

● ML Systems can encode bias

● Large models can lack common sense 

● Who should control models and data?
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Who should control data?

Birhane and Prabhu, “Large Image Datasets: A Pyrrhic Win for Computer Vision?”, WACV 2021

57

Image copyright != Consent to use in a dataset
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“One in two American adults is in a law 
enforcement face recognition network.”

Birhane and Prabhu, “Large Image Datasets: A Pyrrhic Win for Computer Vision?”, WACV 2021
Garvie, Bedoya, and Frankle: “The Perpetual Line-Up”, 2016, https://www.perpetuallineup.org/

58

Who should control data?
Image copyright != Consent to use in a dataset
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Who should control models?

The largest models can only be trained by large 
non-academic institutions. Is this a problem?

59
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Who should control models?

The largest models can only be trained by large non-academic 
institutions. Is this a problem?

Should governments regulate the use of ML-based solutions?

60
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Bigger Models, More Data, More Compute

What’s the most critical bottleneck in a long run? model? data? compute?

61
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Bigger Models, More Data, More Compute

I vote for data

62
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Why data?

63

● The data we used to train Large Language Model

○ web crawl data

○ Github

○ Wikipedia

○ Books

○ Arxiv

○ StackExchange

○ ……
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Why data?

64

● The data we used to train Large Language Model

○ web crawl data

○ Github

○ Wikipedia

○ Books

○ Arxiv

○ StackExchange

○ ……

The internet isn’t big enough to provide all 
the data we need
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Why data?



Ranjay Krishna March 13, 2025Lecture 20 -

Solutions?

66

● Start over, find something else as data-efficient as human

○ human don’t need the internet-scale data to be intelligent

○ but we haven’t figured out exactly why 

● Synthetic data

○ the power of compositionality

○ the power of programing

○ the power of trained models
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Synthetic data: the power of compositionality 

67
https://arxiv.org/pdf/2402.01103
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Synthetic data: the power of compositionality 

68

NYTimes: distribution of location and news topic

Yu, Yue*, Yuchen Zhuang*, Jieyu Zhang*, Yu Meng, Alexander J. Ratner, Ranjay Krishna, Jiaming Shen and Chao Zhang.
 “Large Language Model as Attributed Training Data Generator: A Tale of Diversity and Bias. NeurIPS 2023.
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Synthetic data

● generate synthetic data that ensures balanced distribution

69
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Synthetic data: the power of programing 

70
ongoing work from our group
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Synthetic data: the power of programing 

71
https://infinigen.org/

demo: https://youtu.be/6tgspeI-GHY
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Synthetic data

● generate synthetic data that ensures balanced distribution

● generate synthetic data programmatically as we like and scale up

72
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Synthetic data: the power of trained models

73
https://ai.meta.com/blog/meta-llama-3/

Meta uses LLama 2 to help data filtering for LLama 3
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Synthetic data: the power of trained models

74
https://openai.com/index/video-generation-models-as-world-simulators/

OpenAI trained Sora with model-generated video captions
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Synthetic data: the power of trained models

75
OpenAI. https://openai.com/index/weak-to-strong-generalization/

weak-to-strong generalization
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Synthetic data: the power of trained models

76
OpenAI. https://openai.com/index/weak-to-strong-generalization/
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Synthetic data

● generate synthetic data that ensures balanced distribution

● generate synthetic data programmatically as we like and scale up

● let weaker model supervise strong model

77
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Data-centric AI

78

Introduction to Data-Centric AI

MIT 

https://dcai.csail.mit.edu/
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Deep Learning is Here to Stay

79
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Deep Learning is Here to Stay

and will impact more than computer vision

80
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Deep Learning for Computer Science

Kraska et al, “The Case for Learned Index Structures”, SIGMOD 2018

Traditional Hash Table

Buckets Data

Neural 
Network

Key

Learn to assign keys to 
buckets in a way that 
minimizes hash 
collisions for the types 
of data you encounter

81



Ranjay Krishna March 13, 2025Lecture 20 -

Deep Learning for Mathematics

Applications: Theorem proving, symbolic 
integration

Wang et al, “Premise Selection for Theorem Proving by Deep Graph Embedding”, NeurIPS 2017 

Kaliszyk et al, “Reinforcement Learning of Theorem Proving”, NeurIPS 2018

Lample and Charton, “Deep Learning for Symbolic Mathematics”, arXiv 2019

Convert mathematical expressions into graphs, 
process then with graph neural networks!

82
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Deep Learning for Graphics: NVIDIA DLSS

https://www.nvidia.com/en-us/geforce/news/nvidia-dlss-2-0-a-big-leap-in-ai-rendering/

83

http://www.nvidia.com/en-us/geforce/news/nvidia-dlss-2-0-a-big-leap-in-ai-rendering/


Ranjay Krishna March 13, 2025Lecture 20 -

Deep Learning for Science: Protein Folding

Input: 1D sequence of amino acids Output: 3D protein structure

84
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Deep Learning for Science: AlphaFold 2

https://deepmind.com/blog/article/alphafold-a-solution-to-a-50-year-old-grand-challenge-in-biology

85



Ranjay Krishna March 13, 2025Lecture 20 -

Computer Vision Technology 

Can Better Our Lives

Outside border images, clockwise, starting from top left:

Image by Pop Culture Geek is licensed under CC BY 2.0; changes made 
Image by the US Government is in the public domain
Image by the US Government is in the public domain
Image by Glogger is licensed under CC BY-SA 3.0; changes made 

Image by Sylenius is licensed under CC BY 3.0; changes made 

Image by US Government is in the public domain

Inside four images, clockwise, starting from top left:

Image is CC0 1.0 public domain 
Image by Tucania is licensed under CC BY-SA 3.0; changes made

Image by Intuitive Surgical, Inc. is licensed under CC BY-SA 3.0; changes made

Image by Oyundari Zorigtbaatar is licensed under CC BY-SA 4.0
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Computer Vision Technology 

Can Better Our Lives

Outside border images, clockwise, starting from top left:

Image by Pop Culture Geek is licensed under CC BY 2.0; changes made 
Image by the US Government is in the public domain
Image by the US Government is in the public domain
Image by Glogger is licensed under CC BY-SA 3.0; changes made 

Image by Sylenius is licensed under CC BY 3.0; changes made 

Image by US Government is in the public domain

Inside four images, clockwise, starting from top left:

Image is CC0 1.0 public domain 
Image by Tucania is licensed under CC BY-SA 3.0; changes made

Image by Intuitive Surgical, Inc. is licensed under CC BY-SA 3.0; changes made

Image by Oyundari Zorigtbaatar is licensed under CC BY-SA 4.0

Now is a great time to be working in 

computer vision and deep learning!
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The End!
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