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California Roll
Ingredients: Rice, Seaweed, 
Crab, Cucumber, Avocado
Calories: 40
Fat: 7g
Carb: 40g
Protein: 5g
Gluten Free



Amanita phalloides 
http://en.wikipedia.org/wiki/A
manita_phalloides

TOXIC. DO NOT EAT



Mountain Lion
DO NOT RUN
Raise arms to appear larger. 
Show your teeth



IKEA POANG Chair
ON SALE
$29.00 at ikea.com



Mornonga 
(Japanese flying squirrel) 
Inhabits sub-alpine forests in Japan. 
Nocturnal. Eats seeds, fruit, tree leaves 
(Wikipedia)



I wish my computer could recognize 
EVERYTHING



Recognition 
Engine

Surveillance Robotics Assistive tools

Wearable devices Driverless cars

Mining social mediaImage searchSmart photo album



What can computers already recognize?









Let’s work on recognizing EVERYTHING



How many things are there?

3.5M+
unique tags 
[Sigurbjörnsson & 
Zwol ’08]

WordNet

80K+ 
English nouns 
[Miller ’95; 
Fellbaum ’98]

60K+ 
product 
categories

4.1M+
articles

  10K+ 
[Biederman ’87]



PASCAL VOC [Everingham et al. 2006-2012]

From 20 classes to Millions?



Big Data from the Internet 



21 EB

63 EB

48 EB

38 EB

30 EB

Source: Cisco 

Global Consumer Internet Traffic Per Month

2011 2012 2013 2014 2015 2016

83 EB

201 EB

121 EB

156 EB

2017 2018 2019



83 EB

2016

Source: Cisco 

Visual
86%

72 hours of videos / min

300 million images / day



Big Data from the Internet 

🡪 The Internet can teach 
EVERYTHING



http://www.worth1000.com/contests/12705/contest



What kind of credit card is President Obama 
using in this video of him donating to his campaign?



Big Data

The Internet: Machines + Crowd

Teach machines to recognize EVERYTHING



Goal: Build a recognition engine on EVERYTHING
10K classes 

  10K+ 
[Biederman ’87]

PASCAL VOC

20
[Everingham et al.’06-’12]



22K categories and 14M images

www.image-net.org[Deng et al. 2009]

• Animals
• Bird
• Fish
• Mammal
• Invertebrate

• Plants
• Tree
• Flower

• Food
• Materials

• Structures
• Artifact

• Tools
• Appliances
• Structures

• Person
• Scenes

• Indoor
• Geological 

Formations
• Sport Activities



ImageNet, 14M 
[Deng et al. ’09]

Caltech101, 9K 
[Fei-Fei, Fergus, Perona, ‘03]

PASCAL VOC, 30K
[Everingham et al. ’06-’12]

LabelMe, 37K 
[Russell et al. ’07]

Number of 
Labeled 
Images

SUN, 131K 
[Xiao et al. ‘10]



Learn to Classify 10K Classes



Other ways to use these models?



Transfer Learning

● What is Transfer Learning?
○ Leveraging a model pre-trained on a large dataset (ImageNet) to solve a different but related task.

○ Utilizes learned features (e.g., edges, textures) that are generic across many vision tasks.

● Why Use ImageNet Pre-trained Models?
○ Efficient Use of Data

○ Robust Feature Extraction

○ Reduced Training Time

○ Improved Performance



Transfer Learning

● Methods of Transfer Learning:
○ Feature Extraction: Use as a backbone for a new model

○ Fine-Tuning: Train some of the later layers

● Real-World Examples:
○ Medical Imaging

○ Object Detection



Enough technicalities, where is the fun?



Mornonga



Amanita phalloides



Painting



Privacy & Offline



Questions?


