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Camera Calibration
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The idea is to snap
images at different
depths and get a
lot of  2D-3D  point
correspondences.

x1, y1, z1, u1, v1
x2, y2, z1, u2, v2
.
.
xn, yn, zn, un, vn

Then solve a system
of equations to get
camera parameters.



Camera Parameters
A camera is described by several parameters

Å Translation T of the optical center from the origin of world coords

Å Rotation R of the image plane

Å focal length f, principal point (x c, y c), pixel size (sx, sy)

Å blue parameters are called ¬extrinsics,ºred are ¬intrinsicsº

Å The definitions of these parameters are not completely standardized

ï especially intrinsicsðvaries from one book to another

Projection equation

Å The projection matrix models the cumulative effect of all parameters

Å Useful to decompose into a series of operations

projectionintrinsics rotation translation

identity matrix
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[tx, ty, tz]T



Stereo
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!Ƴƻǳƴǘ ƻŦ ƘƻǊƛȊƻƴǘŀƭ ƳƻǾŜƳŜƴǘ ƛǎ Χ

ΧƛƴǾŜǊǎŜƭȅ ǇǊƻǇƻǊǘƛƻƴŀƭ ǘƻ ǘƘŜ ŘƛǎǘŀƴŎŜ ŦǊƻƳ ǘƘŜ ŎŀƳŜǊŀ
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Depth from Stereo

ÅDƻŀƭΥ ǊŜŎƻǾŜǊ ŘŜǇǘƘ ōȅ ŦƛƴŘƛƴƎ ƛƳŀƎŜ ŎƻƻǊŘƛƴŀǘŜ ȄΩ 
that corresponds to x
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Depth from disparity
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Disparity is inversely proportional to depth.
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See Chapter 12 
of Shapiro and 
Stockman Text.



Depth from Stereo
ÅDƻŀƭΥ ǊŜŎƻǾŜǊ ŘŜǇǘƘ ōȅ ŦƛƴŘƛƴƎ ƛƳŀƎŜ ŎƻƻǊŘƛƴŀǘŜ ȄΩ ǘƘŀǘ 

corresponds to x

ÅSub-Problems

1. Calibration: How do we recover the relation of the cameras (if 
not already known)?

2. /ƻǊǊŜǎǇƻƴŘŜƴŎŜΥ Iƻǿ Řƻ ǿŜ ǎŜŀǊŎƘ ŦƻǊ ǘƘŜ ƳŀǘŎƘƛƴƎ Ǉƻƛƴǘ ȄΩΚ
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x'
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Correspondence Problem

ÅWe have two images taken from cameras with different 
intrinsic and extrinsic parameters

ÅHow do we match a point in the first image to a point in the 
second?  How can we constrain our search?

x ?
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Potential matches for x have to lie on the corresponding line ƭΩ.

Potential matches for ȄΩhave to lie on the corresponding line l.

Key idea: Epipolarconstraint

x xô

X

xô

X

xô

X
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ωEpipolarPlaneςplane containing baseline (1D family)

ωEpipoles
= intersections of baseline with image planes 
= projections of the other camera center

ωBaselineςline connecting the two camera centers

Epipolargeometry: notation
X

x xô
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ωEpipolarLines- intersections of epipolarplane with image
planes (always come in corresponding pairs)

Epipolargeometry: notation
X

x xô

ωEpipolarPlaneςplane containing baseline (1D family)

ωEpipoles
= intersections of baseline with image planes 
= projections of the other camera center

ωBaselineςline connecting the two camera centers
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Example: Converging cameras
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Example: Motion parallel to image 
plane
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X

x xô

Epipolar constraint: Calibrated case

ω Assume that the intrinsic and extrinsic parameters of the cameras are 
known

ω We can multiply the projection matrix of each camera (and the image 
points) by the inverse of the calibration matrix to get normalized
image coordinates

ω We can also set the global coordinate system to the coordinate 
system of the first camera. Then the projection matrices of the two 
cameras can be written as [I | 0] and [R | t]
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Simplified Matrices for the 2 Cameras
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= (R | T)



X

x xô = Rx+t

Epipolarconstraint: Calibrated case

R

t

The vectors Rx, t, and xôare coplanar 

= (x,1)T
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Essential Matrix E
(Longuet-Higgins, 1981)

Epipolarconstraint: Calibrated case

0])([ =³Ö¡ xRtx RtExEx
T ][with0 ³==¡

X

x xô

The vectors Rx, t, and xôare coplanar 19



X

x xô

Epipolar constraint: Calibrated case

ωE xis the epipolarline associated with x (l' = E x)
ωETx' is the epipolarline associated with x' (l = ETx')
ωE e = 0   and   ETe' = 0
ωEis singular (rank two)
ωEhas five degrees of freedom 

0])([ =³Ö¡ xRtx RtExEx
T ][with0 ³==¡
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aƻǾƛƴƎ ƻƴ ǘƻ ǎǘŜǊŜƻΧ
Fuse a calibrated binocular stereo pair to 
produce a depth image

image 1 image 2

Dense depth map

Many of these slides adapted from 
Steve Seitz and Lana Lazebnik
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Stereo image rectification

ωReprojectimage planes 
onto a common plane 
parallel to the line 
between camera centers

ωPixel motion is horizontal 
after this transformation

ωTwo homographies(3x3 
transform), one for each 
input image reprojection

ü C. Loop and Z. Zhang. Computing 
Rectifying Homographiesfor Stereo 
Vision. IEEE Conf. Computer Vision 
and Pattern Recognition, 1999.
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http://research.microsoft.com/~zhang/Papers/TR99-21.pdf


Example
Unrectified

Rectified
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Matching cost

disparity

Left Right

scanline

ωSlide a window along the right scanline and 
compare contents of that window with the 
reference window in the left image

ωMatching cost: SSD, SAD, or normalized correlation
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Left Right

scanline

Correspondence search

Norm. corr 25



Results with window search

Window-based matching Ground truth

Data
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Using more than two images

Multi-View Stereo for Community Photo Collections

M. Goesele, N. Snavely, B. Curless, H. Hoppe, S. Seitz

Proceedings of ICCV 2007, 
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http://grail.cs.washington.edu/projects/mvscpc/download/Goesele-2007-MVS.pdf
http://iccv2007.rutgers.edu/


ÅñDigital copyò of real object

ÅAllows us to

ïInspect details of object

ïMeasure properties

ïReproduce in different material

ÅMany applications

ïCultural heritage preservation 

ïComputer games and movies

ïCity modelling

ïE-commerce

3D model


