
5120/24 Transactions Wrapup & Copy on Write FS
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* logging isn't the only way to achieve crash safety !
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->Copy-on-write :
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->Lots of overhead (many blocks to change for a single write
-> batch updates !



* provides crash safety wout logging , but oftentimes
a log is still used to speed up foyme.


