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SSD
-> page (4K): read& write (program), takes tens of microseconds
-> block (1-8MB): erase an entire block, takes several milliseconds
-> wear leveling:
pages can only be erased and written so many times
spread writes around so pages wear out around the same time
need a way to remap pages => introduce level of abstraction

Logiual Blak Pddres, (b, page)
W Flagh Translefin Aﬂﬁw L}Mflmmfﬂ( bJ 55D Lovibdllev)

Phys ol Block- pddnss — (Blok, poge)

Kraiacye
Vepdosks 4o LA %é&aéﬂ&%é%w#m%/}w’%ﬂwﬂ P@ERF2-

the mefy eath fove ! Aol pege s are v jnalit & fre 1t
be reycled M’j Guarbese. Lollshor PBlock.



Performance
total time = access latency + transfer time + (erasure time)

read 10 pages (4KB), read latency (10us per page), transfer rate is 500 MiB/s
T2 18us per 46 bys

2;%”»67“” (10478 ) x 10 =116 us = J.DF ms.
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® ™
980 PRO PCle™ 4.0 NVMe™ SSD 1TB Total $109.99$15995

BENEFITS SPECS REVIEWS SUPPORT RELATED ‘5’ 1at about Black Friday Deals Q

% Save an additional 5% with 3 pack!

Sequential Reads | Sequential Writes RandomReads | Random Writes
/ﬁ up to 7,000 MB/s up to 5,100 MB/s /% up to 1,000KIOPS | up to 1,000K IOPS




File System

software stack

Application tracking & managing persistent data
Library el ” file name/path -> data
: ile System API
'0
SIGLaySIon o and Performance provide higher level (file abstractions)
Block Cache Vjo,0| on top of disk blocks
Block Device Interface |id:¢

Device Driver ,
Device Access

Memory-Mapped |/0,
DMA, Interrupts

Physical Device

Block Cache: cache disk blocks in memory for faster
access, writes to a block might be cached, content of
cached block may differ from the actual on block on disk



ol
Filesystem Abstraction & mpndot e 70»’ Fle a%

. . . le
-> operations: read, write, create, delete, link... leaawin 2> inale 71\"

-> file abstraction
-> container of data
-> data: file content
-> metadata: size, perisson, owner, access/modify time, *where data is located on disk*

-> directory abstraction Data Lﬁrjowl'
-> a way to group and organize files
-> how to implement the directory abstraction?
-> can we implement directory as file?
-> metadata (same fields as file)
-> data? files within the directory



Format directory data as an array of directory entries
(dirent, dentry)

m) where the metadata is on disk
'/,)_\ loc: could be just disk block #,
‘L_‘ loc ) or could be index into a metadata table
. lor
[“ackt lov | ¥
1 LUV L
z( b‘Jmi’ o
I «P/ (a/
/ C ket =

Name,  ndadate focatian

implement directory as file lets us
reuse existing abstraction,

and makes it easy to support
nested directories
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brown fox
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over the
lazy dog.
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