$10 / 30 / 23$
Scheduling
time ${ }^{(10-100 \mathrm{~ms})}$
$\rightarrow F I F O, S J F, R R$
slice \#uhen a job blales another job is schedured immediately
$\rightarrow$ Problem w/RR = one time slice cant fit all jobs
$\rightarrow$ interactive task might block before time stice expires (van for $<$ quantum), but wait for up to $N^{*}$ tive quantum betose its neat tum (pofjobs in ready queue)
$\rightarrow M L F Q$
$\rightarrow$ one time slice doesin't wolk for all, so let's do muttiple tine stices! $\rightarrow$ RR within each guenr
$a$
staptatery
$A \mid B \quad 5 \mathrm{~ms}$ (less wait time for interactive $j$ sess)
$\square$ 10 ms
$A=2 \mathrm{~ms}$, thakfor 4 mm.
$B=150 \mathrm{~ms}$.
zoms
$B=100 \mathrm{~ms}$.
$B$ mores down
$\qquad$ evertually 40 ms (less intemption for longer (PV tasus) \& Privity Borst i periolically mones all tasks to top queve
tarks arning anound the same fine
$A=[2 \mathrm{~ms}(P)$, blacks for 6 ms$] \times 2 \quad B=30 \mathrm{~ms}$

Q $\square$ 5 ms
$Q_{2}$ $\square$ 10 ms

Q3 $\square$ 20 ms

Q4 $\square$ 40 ms

A ruans for $2 m s$, blaces (Sms), 2 ms
$B$ rans for 5 ms , blowes. schedured again, $1 \mathrm{~ms},(24 \mathrm{~ms}$ to go wort for 2 ms 10 ms , finithes

Virtual Memory : Physical Memory Management
DRAM byte addressable, $\sim 200$ cedes access latent physical memory

* Resource Allocation Problem: How should processes share the DRAM?
$\rightarrow$ Simple case: don't share, just ran one process at a time
A
$\rightarrow$ gur the entire physical memory to the process
$\rightarrow$ no translation needed!

Plusicial
Any Prodenn? That's not how we use the compare! memory

Support Multiple Processes

physical memory

Let process $A, B, C$ rem in disjoint sections of physical memory
$\rightarrow$ should processes be aware of where it is in physical memory?
$\rightarrow$ virtual menong ("infinite" \& private memory) vs. physical memory

- virtual address vs. physical address

Processor's View
Arming


Address Translation?


$$
P A=V A+\text { base }(V A<\text { bound })
$$

physical memory


Still lots of problems

physical memory
$\rightarrow$ variable sized memory allocation leads to fragmentation
$\rightarrow$ fragmented section might be too small to fit new process（poor cotilization）
$\rightarrow$ hard to grow
$\rightarrow$ 井 of processes dependent on how large their memory requirements

Want to solve:
$\rightarrow$ poor memory utilization
$\rightarrow$ external fragmentation
$\rightarrow$ \# of processes in DRAM
$\rightarrow$ flexible growth


A process don't need all of its memory at once, load as it uses each page

* divide physical memory into fixed sized chinks, allocate \& translate in unit on a page level

