
11th Crash Consistency

Persistent

→ data bitmap , inode bitmap, inodes & data blocks
→ kernel/sw needs things in memory to operate on .

→ path traversal
① read inode

reading { ② use inode content to find datablock lol .data block
or inodes ③ read data block .

are all

reading disk blocks

what's the mechanism for reading twisting disk blahs ?
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FS Data structures

→ bitmaps ( inode ,data) , inode array , data blocks
→ changes when doing an overwrite = data block , inode (depends on metadata
→ changes when doing an append

① inode i size, Loc of new data
② data block

③ data bitmap
→ computer may crash

at
any point, only promise is that

write to

a single sector either happen or not happen

① update inode•" @wpdatedat#oh
( Inde4dated

with size& hocofnewdata)
here
_

( garbage / old state ]

( can allocate the block to
otherpeople)

wash lowsisteney !



Solutions = The Filesys Checker lfsck)
→ scanthrough allmetadata , check& resolve inconsistency
→ find outdata blocks usage via inodes

→ cheek bad values

solution2 = Journaling /Write ahead tagging
→ group updates as a unit ( transaction)

→ API = begin , op , op , op . . . end/
commit

→ reserve log space ondisk , unite transaction to leg ,

persist & then apply the actual
disk updates .

☆ Recall that 40 requests mightbe bordered.

→ what if the endmessage is written first ?blkA

end_
→ Sol 1: write end afterall other log blocks are Witten
→ so I v. checksum the full txn , candetect if only

partof the tan B knitter


