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1 Introduction
1.1  Overview

NVM Express (NVMe) is an interface that allows host software to communicate with a non-volatile memory
subsystem. This interface is optimized for Enterprise and Client solid state drives, typically attached as a
register level interface to the PCI Express interface.

Note: During development, this specification was referred to as Enterprise NVMHCI. However, the name
was modified to NVM Express prior to specification completion. This interface is targeted for use in both
Client and Enterprise systems.

1.1.1 NVMe over PCle and NVMe over Fabrics

NVM Express 1.2.1 and prior revisions define a register level interface for host software to communicate
with a non-volatile memory subsystem over PCl Express (NVMe over PCle). The NVMe over Fabrics
specification defines a protocol interface and related extensions to NVMe that enable operation over other
interconnects (e.g., Ethernet, InfiniBand™, Fibre Channel). The NVMe over Fabrics specification has an
NVMe Transport binding for each NVMe Transport (either within that specification or by reference).

In this specification a requirement/feature may be documented as specific to NVMe over Fabrics or to a
particular NVMe Transport binding. In addition, support requirements for features and functionality may
differ between NVMe over PCle and NVMe over Fabrics.

1.2 Scope

The specification defines a register interface for communication with a non-volatile memory subsystem. It
also defines a standard command set for use with the NVM subsystem.

1.3 Outside of Scope

The register interface and command set are specified apart from any usage model for the NVM, but rather
only specifies the communication interface to the NVM subsystem. Thus, this specification does not specify
whether the non-volatile memory system is used as a solid state drive, a main memory, a cache memory, a
backup memory, a redundant memory, etc. Specific usage models are outside the scope, optional, and
not licensed.

This interface is specified above any non-volatile memory management, like wear leveling. Erases and
other management tasks for NVM technologies like NAND are abstracted.

This specification does not contain any information on caching algorithms or techniques.

The implementation or use of other published specifications referred to in this specification, even if required
for compliance with the specification, are outside the scope of this specification (for example, PCI, PCI
Express and PCI-X).

1.4 Theory of Operation

NVM Express is a scalable host controller interface designed to address the needs of Enterprise and Client
systems that utilize PCI Express based solid state drives. The interface provides optimized command
submission and completion paths. It includes support for parallel operation by supporting up to 65,535 1/0
Queues with up to 64K outstanding commands per I/O Queue. Additionally, support has been added for
many Enterprise capabilities like end-to-end data protection (compatible with SCSI Protection Information,
commonly known as T10 DIF, and SNIA DIX standards), enhanced error reporting, and virtualization.

The interface has the following key attributes:

e Does not require uncacheable / MMIO register reads in the command submission or completion
path.

e A maximum of one MMIO register write is necessary in the command submission path.

e Support for up to 65,535 I/O queues, with each I/O queue supporting up to 64K outstanding
commands.

e Priority associated with each 1/0O queue with well-defined arbitration mechanism.
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e All information to complete a 4KB read request is included in the 64B command itself, ensuring
efficient small 1/O operation.

Efficient and streamlined command set.

Support for MSI/MSI-X and interrupt aggregation.

Support for multiple namespaces.

Efficient support for I/O virtualization architectures like SR-10V.

Robust error reporting and management capabilities.

Support for multi-path I/O and namespace sharing.

This specification defines a streamlined set of registers whose functionality includes:

Indication of controller capabilities

Status for controller failures (command status is processed via CQ directly)

Admin Queue configuration (I/O Queue configuration processed via Admin commands)
Doorbell registers for scalable number of Submission and Completion Queues

An NVM Express controller is associated with a single PCI Function. The capabilities and settings that
apply to the entire controller are indicated in the Controller Capabilities (CAP) register and the Identify
Controller data structure.

A namespace is a quantity of non-volatile memory that may be formatted into logical blocks. An NVM
Express controller may support multiple namespaces that are referenced using a namespace ID.
Namespaces may be created and deleted using the Namespace Management and Namespace Attachment
commands. The Identify Namespace data structure indicates capabilities and settings that are specific to a
particular namespace. The capabilities and settings that are common to all namespaces are reported by
the Identify Namespace data structure for namespace ID FFFFFFFFh.

NVM Express is based on a paired Submission and Completion Queue mechanism. Commands are placed
by host software into a Submission Queue. Completions are placed into the associated Completion Queue
by the controller. Multiple Submission Queues may utilize the same Completion Queue. Submission and
Completion Queues are allocated in memory.

An Admin Submission and associated Completion Queue exist for the purpose of controller management
and control (e.g., creation and deletion of I/O Submission and Completion Queues, aborting commands,
etc.) Only commands that are part of the Admin Command Set may be submitted to the Admin Submission
Queue.

An I/O Command Set is used with an 1/O queue pair. This specification defines one I/O Command Set,
named the NVM Command Set. The host selects one I/O Command Set that is used for all /O queue
pairs.

Host software creates queues, up to the maximum supported by the controller. Typically the number of
command queues created is based on the system configuration and anticipated workload. For example,
on a four core processor based system, there may be a queue pair per core to avoid locking and ensure
data structures are created in the appropriate processor core’s cache. Figure 1 provides a graphical
representation of the queue pair mechanism, showing a 1:1 mapping between Submission Queues and
Completion Queues. Figure 2 shows an example where multiple I/O Submission Queues utilize the same
I/O Completion Queue on Core B. Figure 1 and Figure 2 show that there is always a 1:1 mapping between
the Admin Submission Queue and Admin Completion Queue.

10
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Figure 1: Queue Pair Example, 1:1 Mapping

Core0 Corel Core N-1
1/0 1/0 1/0 1/0 1/0 1/0

Submission Completion Submission Completion Submission Completion
Queue 1 Queue 1 Queue 2 Queue 2 Queue N Queue NV

Controller

Figure 2: Queue Pair Example, n:1 Mapping

Core A Core B

1/0 1/0 1/0 1/0 1/0 1/0

Submission Completion Submission  Submission  Submission Completion
Queue M  Queue NV Queue X Queue Y Queue Z Queue W

Controller

A Submission Queue (SQ) is a circular buffer with a fixed slot size that the host software uses to submit
commands for execution by the controller. The host software updates the appropriate SQ Tail doorbell
register when there are one to n new commands to execute. The previous SQ Tail value is overwritten in
the controller when there is a new doorbell register write. The controller fetches SQ entries in order from
the Submission Queue, however, it may then execute those commands in any order.

Each Submission Queue entry is a command. Commands are 64 bytes in size. The physical memory
locations in memory to use for data transfers are specified using Physical Region Page (PRP) entries or
Scatter Gather Lists. Each command may include two PRP entries or one Scatter Gather List (SGL)
segment. If more than two PRP entries are necessary to describe the data buffer, then a pointer to a PRP
List that describes a list of PRP entries is provided. If more than one SGL segment is necessary to describe
the data buffer, then the SGL segment provides a pointer to the next SGL segment.

A Completion Queue (CQ) is a circular buffer with a fixed slot size used to post status for completed
commands. A completed command is uniquely identified by a combination of the associated SQ identifier
and command identifier that is assigned by host software. Multiple Submission Queues may be associated
with a single Completion Queue. This feature may be used where a single worker thread processes all
command completions via one Completion Queue even when those commands originated from multiple
Submission Queues. The CQ Head pointer is updated by host software after it has processed completion

11
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gueue entries indicating the last free CQ entry. A Phase (P) bit is defined in the completion queue entry to
indicate whether an entry has been newly posted without consulting a register. This enables host software
to determine whether the new entry was posted as part of the previous or current round of completion
notifications. Specifically, each round through the Completion Queue entries, the controller inverts the
Phase bit.

1.4.1 Multi-Path I/O and Namespace Sharing

This section provides an overview of multi-path 1/0 and namespace sharing. Multi-path 1/O refers to two or
more completely independent PCI Express paths between a single host and a namespace while
namespace sharing refers to the ability for two or more hosts to access a common shared namespace
using different NVM Express controllers. Both multi-path 1/0 and namespace sharing require that the NVM
subsystem contain two or more controllers. Concurrent access to a shared namespace by two or more
hosts requires some form of coordination between hosts. The procedure used to coordinate these hosts is
outside the scope of this specification.

Figure 3 shows an NVM subsystem that contains a single NVM Express controller and a single PCI Express
port. Since this is a single Function PCI Express device, the NVM Express controller shall be associated
with PCI Function 0. A controller may support multiple namespaces. The controller in Figure 3 supports two
namespaces labeled NS A and NS B. Associated with each controller namespace is a hamespace ID,
labeled as NSID 1 and NSID 2, that is used by the controller to reference a specific namespace. The
namespace ID is distinct from the namespace itself and is the handle a host and controller use to specify a
particular namespace in a command. The mapping of a controller's namespace IDs to namespaces is
outside the scope of this specification. In this example namespace ID 1 is associated with namespace A
and namespace ID 2 is associated with namespace B. Both hamespaces are private to the controller and
this configuration supports neither multi-path 1/0 nor namespace sharing.

Figure 3: NVM Express Controller with Two Namespaces

PCle Port

PCI Function 0
NVM Express Controller

NSID 1 NSID 2

Figure 4 shows a multi-Function NVM Subsystem with a single PCI Express port containing two controllers,
one controller is associated with PCI Function 0 and the other controller is associated with PCI Function 1.
Each controller supports a single private namespace and access to shared namespace B. The namespace
ID shall be the same in all controllers that have access to a particular shared namespace. In this example
both controllers use namespace ID 2 to access shared nhamespace B.

12
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Figure 4: NVM Subsystem with Two Controllers and One Port

PCle Port

PCI Function 0 PCI Function 1
NVMe Controller NVMe Controller

NS NS
A c

There is a unique Identify Controller data structure for each controller and a unique Identify Namespace
data structure for each namespace. Controllers with access to a shared namespace return the Identify
Namespace data structure associated with that shared namespace (i.e., the same data structure contents
are returned by all controllers with access to the same shared namespace). There is a globally unique
identifier associated with the namespace itself and may be used to determine when there are multiple paths
to the same shared namespace. Refer to section 7.10.

Controllers associated with a shared namespace may operate on the namespace concurrently. Operations
performed by individual controllers are atomic to the shared namespace at the write atomicity level of the
controller to which the command was submitted (refer to section 6.3). The write atomicity level is not
required to be the same across controllers that share a namespace. If there are any ordering requirements
between commands issued to different controllers that access a shared namespace, then host software or
an associated application, is required to enforce these ordering requirements.

Figure 5 illustrates an NVM Subsystem with two PCI Express ports, each with an associated controller.
Both controllers map to PCI Function 0 of the corresponding port. Each PCI Express port in this example
is completely independent and has its own PCI Express Fundamental Reset and reference clock input. A
reset of a port only affects the controller associated with that port and has no impact on the other controller,
shared namespace, or operations performed by the other controller on the shared namespace. The
functional behavior of this example is otherwise the same as that illustrated in Figure 4.

13
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Figure 5: NVM Subsystem with Two Controllers and Two Ports

PCle Port x PCle Port y

PCI Function 0 PCl Function 0
NVMe Controller NVMe Controller

NS NS
A C

The two ports shown in Figure 5 may be associated with the same Root Complex or with different Root
Complexes and may be used to implement both multi-path 1/O and I/O sharing architectures. System-level
architectural aspects and use of multiple ports in a PCl Express fabric are beyond the scope of this
specification.

Figure 6 illustrates an NVM Subsystem that supports Single Root I/O Virtualization (SR-10V) and has one
Physical Function and four Virtual Functions. An NVM Express controller is associated with each Virtual
Function with each controller having a private namespace and access to a namespace shared by all
controllers, labeled NS E. The behavior of the controllers in this example parallels that of the other examples
in this section. Refer to section 8.5 for more information on SR-10V.

Figure 6: PCI Express Device Supporting Single Root I/O Virtualization (SR-IOV)

PCle Port

Physical

Function Virtual Function (0,1) Virtual Function (0,2) Virtual Function (0,3) Virtual Function (0,4)

NVMe Controller NVMe Controller NVMe Controller NVMe Controller

NS NS NS
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Examples provided in this section are meant to illustrate concepts and are not intended to enumerate all
possible configurations. For example, an NVM subsystem may contain multiple PCI Express ports with
each port supporting SR-IOV.

1.5 Conventions

Hardware shall return ‘0’ for all bits and registers that are marked as reserved, and host software shall write
all reserved bits and registers with the value of ‘0’.

Inside the register section, the following abbreviations are used:

RO Read Only
RW Read Write
R/W Read Write. The value read may not be the last value written.
RWC Read/Write ‘1’ to clear
RWS Read/Write ‘1’ to set
Impl Spec  Implementation Specific — the controller has the freedom to choose
its implementation.
Hwlinit The default state is dependent on NVM Express controller and
system configuration. The value is initialized at reset, for example by
an expansion ROM, or in the case of integrated devices, by a
platform BIOS.

For some register fields, it is implementation specific as to whether the field is RW, RWC, or RO; this is
typically shown as RW/RO or RWC/RO to indicate that if the functionality is not supported that the field is
read only.

When a register bit is referred to in the document, the convention used is “Register Symbol.Field Symbol”.
For example, the PCI command register parity error response enable bit is referred to by the name
CMD.PEE. If the register field is an array of bits, the field is referred to as “Register Symbol.Field Symbol
(array offset)”.

When aregister field is referred to in the document, the convention used is “Register Name [Offset Symbol]”.

A 0-based value is a numbering scheme for which the number Oh actually corresponds to a value of 1h and
thus produces the pattern of Oh = 1h, 1h = 2h, 2h = 3h, etc. In this numbering scheme, there is not a
method for specifying the value of Oh. Values in this specification are 1-based (i.e., the number 1h
corresponds to a value of 1h, 2h=2h, etc.) unless otherwise specified.

When a size is stated in the document as KB, the convention used is 1KB = 1024 bytes.
The ” operator is used to denote the power to which that number, symbol, or expression is to be raised.

Some parameters are defined as a string of ASCII characters. ASCII data fields shall contain only code

values 20h through 7Eh. For the string “Copyright”, the character “C” is the first byte, the character “0” is
the second byte, etc. The string is left justified and shall be padded with spaces (ASCII character 20h) to
the right if necessary.

1.6  Definitions
1.6.1 Admin Queue

The Admin Queue is the Submission Queue and Completion Queue with identifier 0. The Admin
Submission Queue and corresponding Admin Completion Queue are used to submit administrative
commands and receive completions for those administrative commands, respectively.

The Admin Submission Queue is uniquely associated with the Admin Completion Queue.
1.6.2 arbitration burst

The maximum number of commands that may be launched at one time from a Submission Queue that is
using round robin or weighted round robin with urgent priority class arbitration.
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1.6.3 arbitration mechanism

The method used to determine which Submission Queue is selected next to launch commands for
execution by the controller. Three arbitration mechanisms are defined including round robin, weighted round
robin with urgent priority class, and vendor specific. Refer to section 4.11.

1.6.4 candidate command
A candidate command is a submitted command the controller deems ready for processing.
1.6.5 command completion

A command is completed when the controller has completed processing the command, has updated status
information in the completion queue entry, and has posted the completion queue entry to the associated
Completion Queue.

1.6.6 command submission

A command is submitted when a Submission Queue Tail Doorbell write has completed that moves the
Submission Queue Tail Pointer value past the corresponding Submission Queue entry for the associated
command.

1.6.7 controller
A PCI Express function that implements NVM Express.
1.6.8 extended LBA

An extended LBA is a larger LBA that is created when metadata associated with the LBA is transferred
contiguously with the LBA data. Refer to Figure 213.

1.6.9 firmware slot

A firmware slot is a location in the controller used to store a firmware image. The controller stores between
one and seven firmware images. When downloading new firmware to the controller, host software has the
option of specifying which image is replaced by indicating the firmware slot number.

1.6.10 I/O command
An I/O command is a command submitted to an 1/O Submission Queue.
1.6.11 /O Completion Queue

An I/O Completion Queue is a Completion Queue that is used to indicate command completions and is
associated with one or more 1/0O Submission Queues. 1/O Completion Queue identifiers are from 1 to
65535.

1.6.12 1/O Submission Queue

An 1/O Submission Queue is a Submission Queue that is used to submit I/O commands for execution by
the controller (e.g. Read, Write for the NVM command set). 1/0O Submission Queue identifiers are from 1
to 65535.

1.6.13 LBArange

A collection of contiguous logical blocks specified by a starting LBA and number of logical blocks.
1.6.14 logical block

The smallest addressable data unit for Read and Write commands.

1.6.15 logical block address (LBA)

The address of a logical block, referred to commonly as LBA.

1.6.16 metadata

Metadata is contextual information about a particular LBA of data. The host may include metadata to be
stored by the NVM subsystem if storage space is provided by the controller.
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1.6.17 Namespace

A quantity of non-volatile memory that may be formatted into logical blocks. When formatted, a namespace
of size n is a collection of logical blocks with logical block addresses from 0 to (n-1).

1.6.18 Namespace ID (NSID)

An identifier used by a controller to provide access to a namespace. Refer to section 6.1 for the definitions
of valid NSID, invalid NSID, active NSID, inactive NSID, allocated NSID, and unallocated NSID.

1.6.19 NVM
NVM is an acronym for non-volatile memory.
1.6.20 NVM subsystem

An NVM subsystem includes one or more controllers, one or more namespaces, one or more PCI Express
ports, a non-volatile memory storage medium, and an interface between the controller(s) and non-volatile
memory storage medium.

1.6.21 private namespace

A namespace that is accessible by only one controller. A host may determine whether a namespace is a
private namespace or may be a shared namespace by the value of the Namespace Multi-path 1/0 and
Namespace Sharing Capabilities (NMIC) field in the Identify Namespace data structure.

1.6.22 Runtime D3 (Power Removed)

In Runtime D3 (RTD3) main power is removed from the controller. Auxiliary power may or may not be
provided.

1.6.23 shared namespace

A namespace that is accessible by two or more controllers in an NVM subsystem. A host may determine
whether a namespace is a private namespace or may be a shared namespace by the value of the
Namespace Multi-path 1/O and Namespace Sharing Capabilities (NMIC) field in the Identify Namespace
data structure.

1.7 Keywords

Several keywords are used to differentiate between different levels of requirements.
1.7.1 mandatory

A keyword indicating items to be implemented as defined by this specification.
1.7.2 may

A keyword that indicates flexibility of choice with no implied preference.

1.7.3 optional

A keyword that describes features that are not required by this specification. However, if any optional
feature defined by the specification is implemented, the feature shall be implemented in the way defined by
the specification.

174 R

“‘R” is used as an abbreviation for “reserved” when the figure or table does not provide sufficient space for
the full word “reserved”.

1.7.5 reserved

A keyword referring to bits, bytes, words, fields, and opcode values that are set-aside for future
standardization. Their use and interpretation may be specified by future extensions to this or other
specifications. A reserved bit, byte, word, field, or register shall be cleared to zero, or in accordance with a
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future extension to this specification. The recipient is not required to check reserved bits, bytes, words, or
fields. Receipt of reserved coded values in defined fields in commands shall be reported as an error. Writing
a reserved coded value into a controller register field produces undefined results.

1.7.6 shall

A keyword indicating a mandatory requirement. Designers are required to implement all such mandatory
requirements to ensure interoperability with other products that conform to the specification.

1.7.7 should

A keyword indicating flexibility of choice with a strongly preferred alternative. Equivalent to the phrase “itis
recommended”.
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1.8 Byte, word and Dword Relationships
Figure 7 illustrates the relationship between bytes, words and Dwords. A Qword (quadruple word) is a unit

of data that is four times the size of a word; it is not illustrated due to space constraints. This specification
specifies data in a little endian format.

Figure 7: Byte, word and Dword Relationships

7 6 5 4 3 2 10

byte
11 1 1 11
5 4 3 2 10 98 7 6 5 4 3 2 10
word
byte 1 byte 0
33222222 222211111111 11
109 8 76 543 2109 8 7 6 5 4 3 2 109 87 6 5 4 3 2 10
Dword
word 1 word 0
byte 3 byte 2 byte 1 byte 0
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2 System Bus (PCIl Express) Registers

This section describes the PCI Express register values when the PCI Express is the system bus used.
Other system buses may be used in an implementation. If a system bus is used that is not a derivative of
PCI, then this section is not applicable.

This section details how the PCI Header, PCI Capabilities, and PCI Express Extended Capabilities should
be constructed for an NVM Express controller. The fields shown are duplicated from the appropriate PCI
or PCI Express specifications. The PCI documents are the normative specifications for these registers and
this section details additional requirements for an NVM Express controller.

Start End Name Type
00h 3Fh PCI Header
PMCAP PMCAP+7h PCI Power Management Capability PCI Capability
MSICAP MSICAP+9h | Message Signaled Interrupt Capability PCI Capability
MSIXCAP MSIXCAP+Bh | MSI-X Capability PCI Capability
PXCAP PXCAP+29h | PCI Express Capability PCI Capability
AERCAP AERCAP+47h | Advanced Error Reporting Capability PCI Express Extended Capability

MSI-X is the recommended interrupt mechanism to use. However, some systems do not support MSI-X,
thus devices should support both the MSI Capability and the MSI-X Capability.

It is recommended that implementations support the Advanced Error Reporting Capability to enable more
robust error handling.

2.1 PClHeader

Start End Symbol | Name

00h 03h ID Identifiers

04h 05h CMD Command Register

06h 07h STS Device Status

08h 08h RID Revision ID

09h 0Bh CC Class Codes

0Ch 0Ch CLS Cache Line Size

0Dh 0Dh MLT Master Latency Timer

OEh OEh HTYPE | Header Type

OFh OFh BIST Built In Self Test (Optional)

10h 13h lz/gfr\f‘o? Memory Register Base Address, lower 32-bits <BARO>

14h 17h '\(ABL’JA\BQ? Memory Register Base Address, upper 32-bits <BAR1>

18h 1Bh IDBAR Index/Data Pair Register Base Address <BAR2>
(BAR2) (Optional)

1Ch 1Fh BAR3 Reserved <BAR3>

20h 23h BAR4 Vendor Specific

24h 27h BAR5 Vendor Specific

28h 2Bh CCPTR | CardBus CIS Pointer

2Ch 2Fh SS Subsystem Identifiers

30h 33h EROM Expansion ROM Base Address (Optional)

34h 34h CAP Capabilities Pointer

35h 3Bh R Reserved

3Ch 3Dh INTR Interrupt Information

3Eh 3Eh MGNT Minimum Grant (Optional)

3Fh 3Fh MLAT Maximum Latency (Optional)
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2.1.1 Offset 00h: ID - Identifiers
Bits Type | Reset | Description
31-16 RO Impl | Device ID (DID): Indicates the device number assigned by the vendor. Specific to each
' Spec | implementation.
15:00 RO g;glc Vendor ID (VID): Indicates the company vendor, assigned by the PCI SIG.
2.1.2 Offset 04h: CMD - Command
Bit Type | Reset | Description
15:11 RO 0 Reserved
10 RW 0 Interrupt Disable (ID): Disables the controller from generating pin-based INTx#
interrupts. This bit does not have any effect on MSI operation.
09 RO 0 Fast Back-to-Back Enable (FBE): Not supported by NVM Express.
08 RR\)/(\S/ 0 SERR# Enable (SEE): Controls error reporting.
07 RO 0 Hardwired to 0.
RW / Parity Error Response Enable (PEE): When set to ‘1°, the controller shall generate
06 RO 0 PERR# when a data parity error is detected. If parity is not supported, then this field is
read-only ‘0’.
05 RO 0 VGA Palette Snooping Enable (VGA): Not supported by NVM Express.
04 RO 0 Memory Write and Invalidate Enable (MWIE): Not supported by NVM Express.
03 RO 0 Special Cycle Enable (SCE): Not supported by NVM Express.
Bus Master Enable (BME): Enables the controller to act as a master for data transfers.
02 RW 0 When set to ‘1°, bus master activity is allowed. When cleared to ‘0’, the controller is not
allowed to issue any Memory or I/0 Requests.
o1 RW Memory Space Enable (MSE): Controls access to the controller's register memory
space.
00 RW I/O Space Enable (IOSE): Controls access to the controller’s target I/O space.
2.1.3 Offset 06h: STS - Device Status
Bit Type Reset | Description
Detected Parity Error (DPE): Set to ‘1’ by hardware when the controller detects a
15 RWC 0 . 7
parity error on its interface.
14 RWC/RO 0 Signaled System Error (SSE): Refer to the PCI SIG specifications.
Received Master-Abort (RMA): Set to ‘1’ by hardware when the controller receives
13 RWC 0 :
a master abort to a cycle it generated.
Received Target Abort (RTA): Set to ‘1’ by hardware when the controller receives
12 RWC 0 :
a target abort to a cycle it generated.
11 RO 0 Signaled Target-Abort (STA): Not supported by NVM Express.
10-09 RO Impl | DEVSEL# Timing (DEVT): Controls the device select time for the controller’s PCI
) Spec | interface. This field is not applicable to PCI Express implementations.
Master Data Pariy Error Detected (DPD): Setto ‘1’ by hardware when the controller,
08 RWC 0 as a master, either detects a parity error or sees the parity error line asserted, and the
parity error response bit (CMD.PEE) is set to ‘1.
07 RO Impl | Fast Back-to-Back Capab_le (l_:BC): Incﬁcates whether the co_ntroller accepts fast
Spec | back-to-back cycles. This field is not applicable to PCI Express implementations.
06 RO 0 Reserved
05 RO Impl 66_MI_—|z C_apable (C_:66): Indicates Wheth_er the contrpller may operate at 66 MHz.
Spec | This field is not applicable to PCI Express implementations.
04 RO 1 Capabilities List (CL): Indicates the presence _o_f a capab_ili_ties list. The controller
shall support the PCI Power Management capability as a minimum.
03 RO 0 Interrupt Status (IS): Indicates the interrupt status of the device (‘1’ = asserted).
02:00 RO 0 Reserved
2.1.4 Offset 08h: RID - Revision ID
Bits Type | Reset | Description
07:00 RO g;glc Revision ID (RID): Indicates stepping of the controller hardware.
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2.1.5 Offset 09h: CC - Class Code

Bits Type | Reset | Description

23:16 RO 01lh Base Class Code (BCC): Indicates the base class code as a mass storage controller.

15:08 RO 0sh Sub Class Code (SCC): Indicates the sub class code as a Non-Volatile Memory
controller.

Programming Interface (PI): This field specifies the programming interface of the

07:00 RO 02h | controller is NVM Express. (Note: The PCl SIG documentation refers to this as

Enterprise NVMHCI.)

2.1.6 Offset OCh: CLS — Cache Line Size

Bits Type | Reset | Description
) Cache Line Size (CLS): Cache Line Size register is set by the system firmware or
07:00 RW 00h . .
operating system to the system cache size.

2.1.7 Offset ODh: MLT — Master Latency Timer

Bits Type | Reset | Description

Master Latency Timer (MLT): Indicates the number of clocks the controller is allowed
07:00 RO 00h | to act as a master on PCI. For a PCI Express device, this register does not apply and
shall be hardwired to ‘0’.

2.1.8 Offset OEh: HTYPE — Header Type

Bits Type | Reset | Description
07 RO Impl Mul_ti-Function Device (MFD): Indicates whether the controller is part of a multi-function
Spec | device.
06:00 RO 00h Header Layout (HL): Indicates that the controller uses a target device layout.

2.1.9 Offset OFh: BIST — Built In Self Test (Optional)

The following register is optional, but if implemented, shall look as follows. When not implemented, it shall
be read-only 00h.

Bits Type | Reset | Description

07 RO ggg(l: BIST Capable (BC): Indicates whether the controller has a BIST function.
06 RW 0 Start BIST (SB): Host software sets this bit to ‘1’ to invoke BIST. The controller clears

this bit to ‘0’ when BIST is complete.

05:04 RO 00 Reserved

03:00 RO oh Comp_letl_on Code _(CC): Indicates the completion code status of BIST. A non-zero
value indicates a failure.

2.1.10 Offset 10h: MLBAR (BARO) — Memory Register Base Address, lower 32-bits

This register allocates space for the memory registers defined in section 3.

Bit Type | Reset | Description
Base Address (BA): Base address of register memory space. For controllers that
support a larger number of doorbell registers or have vendor specific space following the

31:14 RW 0 doorbell registers, more bits are allowed to be RO such that more memory space is
consumed.
13:04 RO 0 Reserved
03 RO 0 Prefetchable (PF): Indicates that this range is not pre-fetchable
02:01 RO Impl | Type (TP): Indicates where this range may be mapped. It is recommended to support

Spec | mapping anywhere in 64-bit address space.
00 RO 0 Resource Type Indicator (RTE): Indicates a request for register memory space.
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2.1.11 Offset 14h: MUBAR (BAR1) — Memory Register Base Address, upper 32-bits

This register specifies the upper 32-bit address of the memory registers defined in section 3.

Bit

Type

Reset

Description

31:00

RW

0

Base Address (BA): Upper 32-bits (bits 63:32) of the memory register base address.

NOTE: NVM Express implementations that reside behind PCI compliant bridges, such as PCI Express
Endpoints, are restricted to having 32-bit assigned base address registers due to limitations on the
maximum address that may be specified in the bridge for non-prefetchable memory. See the PCI Bridge
1.2 specification for more information on this restriction.

2.1.12 Offset 18h: IDBAR (BAR2) — Index/Data Pair Register Base Address (Optional)

This register specifies the Index/Data Pair base address. These registers are used to access the memory
registers defined in section 3 using I/O based accesses. If Index/Data Pair is not supported, then the IDBAR
shall be read only Oh.

Bit Type | Reset | Description
31:03 RW 0 Base Address (BA): Base address of Index/Data Pair registers that is 8 bytes in size.
02:01 RO 0 Reserved

00 RO 1 Resource Type Indicator (RTE): Indicates a request for register I/O space.

2.1.13 Offset 1Ch — 20h: BAR3 —Reserved
The BARS register allocates memory or an I/O space. BARS3 is reserved for future use.
2.1.14 Offset 20h — 23h: BAR4 — Vendor Specific

The BAR4 register is vendor specific. Vendor specific space may also be allocated at the end of the
memory registers defined in section 3.

2.1.15 Offset 24h — 27h: BAR5 — Vendor Specific

The BARS5 register is vendor specific. Vendor specific space may also be allocated at the end of the
memory registers defined in section 3.

2.1.16 Offset 28h: CCPTR — CardBus CIS Pointer
Bit Type | Reset | Description
31:00 RO 0 Not supported by NVM Express.
2.1.17 Offset 2Ch: SS - Sub System Identifiers
Bits Type | Reset | Description
31:16 RO Hwinit | Subsystem ID (SSID): Indicates the sub-system identifier.
15:00 RO Hwinit | Subsystem Vendor ID (SSVID): Indicates the sub-system vendor identifier
2.1.18 Offset 30h: EROM — Expansion ROM (Optional)
If the register is not implemented, it shall be read-only 00h.
Bit Type | Reset | Description
31:00 RW Impl | ROM Base Address (RBA): Indicates the base address of the controller's expansion
) Spec | ROM. Not supported for integrated implementations.

2.1.19 Offset 34h: CAP — Capabilities Pointer

Bit Type | Reset | Description
7:0 RO én;:&l: Capability Pointer (CP): Indicates the first capability pointer offset.
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2.1.20 Offset 3Ch: INTR - Interrupt Information
Bits Type | Reset | Description
15:08 RO ggg(lz Interrupt Pin (IPIN): This indicates the interrupt pin the controller uses.
07:00 RW 00h Interrupt Line (ILINE): Host software written value to indicate which interrupt line
' (vector) the interrupt is connected to. No hardware action is taken on this register.
2.1.21 Offset 3Eh: MGNT — Minimum Grant
Bits Type | Reset | Description
07:00 RO 00h Grant (GNT): Not supported by NVM Express.
2.1.22 Offset 3Fh: MLAT — Maximum Latency
Bits Type | Reset | Description
07:00 RO 00h Latency (LAT): Not supported by NVM Express.
2.2 PCIl Power Management Capabilities

See section 3.1.5 for requirements when the PCI power management state changes.

Start (hex) | End (hex) Symbol | Name

PMCAP PMCAP+1 PID PCI Power Management Capability ID
PMCAP+2 | PMCAP+3 PC PCI Power Management Capabilities
PMCAP+4 | PMCAP+5 PMCS PCI Power Management Control and Status

2.2.1 Offset PMCAP: PID - PCI Power Management Capability ID
Bit Type Reset Description
imol Next Capability (NEXT): Indicates the location of the next capability item in the list.
15:08 RO P This may be other capability pointers (such as Message Signaled Interrupts) or it
Spec . - ’
may be the last item in the list.
07:00 RO 01lh Cap ID (CID): Indicates that this pointer is a PCI Power Management capability.
2.2.2 Offset PMCAP + 2h: PC — PCI Power Management Capabilities
Bit Type | Reset Description
15:11 RO Oh PME_Support (PSUP): Not supported by NVM Express.
D2_Support (D2S): Indicates support for the D2 power management state. Not
10 RO 0 . ;
recommended for implementation.
D1_Support (D1S): Indicates support for the D1 power management state. Not
09 RO 0 . i
recommended for implementation.
08:06 RO 000 | Aux_Current (AUXC): Not supported by NVM Express.
05 RO Impl | Device Specific Initialization (DSI): Indicates whether device specific initialization is
Spec | required.
04 RO 0 Reserved
03 RO 0 PME Clock (PMEC): Indicates that PCI clock is not required to generate PME#.
. Impl | Version (VS): Indicates support for revision 1.2 or higher revisions of the PCI Power
02:00 RO o
Spec | Management Specification.
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2.2.3 Offset PMCAP + 4h: PMCS — PCI Power Management Control and Status

Bit Type | Reset | Description
15 RWC 0 PME Status (PMES): Refer to the PCI SIG specifications.

14:13 RO 0 Data Scale (DSC): Refer to the PCI SIG specifications.
12:09 RO/ 0 Data Select (!)_SE): If PME is not supported, then this field is read only ‘0’. Refer to the
) RW PCI SIG specifications.
08 RO/ 0 PME Enable (PMEE): If PME is not supported, then this field is read only ‘0’. Refer to
RW the PCI SIG specifications.
07:04 RO 0 Reserved
03 RO 1 No Soft Reset (NSFRST): A value of ‘1’ indicates that the controller _transitioning from
D3hot to DO because of a power state command does not perform an internal reset.
02 RO 0 Reserved

Power State (PS): This field is used both to determine the current power state of the
controller and to set a new power state. The values are:

00 — DO state
01 — D1 state
10 — D2 state
11 — D3nor state

01:00 R/W 00

When in the D3nor state, the controller’s configuration space is available, but the register
I/O and memory spaces are not. Additionally, interrupts are blocked.

2.3 Message Signaled Interrupt Capability (Optional)

Start (hex) End (hex) Symbol | Name
MSICAP MSICAP+1 MID Message Signaled Interrupt Capability ID

MSICAP+2 MSICAP+3 MC Message Signaled Interrupt Message Control

MSICAP+4 MSICAP+7 MA Message Signaled Interrupt Message Address

MSICAP+8 MSICAP+B MUA Message Signaled Interrupt Upper Address

MSICAP+C MSICAP+D MD Message Signaled Interrupt Message Data
MSICAP+10h MSICAP+13h MMASK | Message Signaled Interrupt Mask Bits (Optional)
MSICAP+14h MSICAP+17h MPEND | Message Signaled Interrupt Pending Bits (Optional)

2.3.1 Offset MSICAP: MID — Message Signaled Interrupt Identifiers

Bits Type | Reset | Description

) Impl | Next Pointer (NEXT): Indicates the next item in the list. This may be other capability
15:08 RO . . . . .
Spec | pointers or it may be the last item in the list.

07:00 RO 05h g;g);btﬁiltgy ID (CID): Capabilities ID indicates this is a Message Signaled Interrupt (MSI)

2.3.2 Offset MSICAP + 2h: MC — Message Signaled Interrupt Message Control

Bits Type | Reset | Description

15:09 RO 0 Reserved

08 RO Impl | Per-Vector Masking Capable (PVM): Specifies whether controller supports MSI per-
Spec | vector masking.

07 RO 1 64 Bit Address Capable (C64): Specifies whether the controller is capable of generating
64-bit messages. NVM Express controllers shall be 64-bit capable.

Multiple Message Enable (MME): Indicates the number of messages the controller
06:04 RW 000 | should assert. Controllers that only support single message MSI may implement this
field as read-only.

Impl | Multiple Message Capable (MMC): Indicates the number of messages the controller

03:01 | RO Spec | wants to assert.

MSI Enable (MSIE): If set to ‘“1°, MSI is enabled and the traditional interrupt pins are not
00 RW 0 used to generate interrupts. If cleared to ‘0’, MSI operation is disabled and the traditional
interrupt pins are used.
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2.3.3 Offset MSICAP + 4h: MA — Message Signaled Interrupt Message Address
Bits Type | Reset | Description
. Address (ADDR): Lower 32 hits of the system specified message address, always
31:02 RW 0 .
Dword aligned.
01:00 RO 00 Reserved
2.3.4 Offset MSICAP + 8h: MUA — Message Signaled Interrupt Upper Address
Bits Type | Reset | Description
31:00 RW 0 Upper Address (UADDR): Upper 32 bits of the system specified message address. This
' register is required when the MSI Capability is supported by the controller.
2.3.5 Offset MSICAP + Ch: MD — Message Signaled Interrupt Message Data
Bits Type | Reset | Description
Data (DATA): This 16-bit field is programmed by system software if MSl is enabled. Its
15:00 RW 0 content is driven onto the lower word (PCl AD[15:0]) during the data phase of the MSI
memory write transaction.
2.3.6 Offset MSICAP + 10h: MMASK — Message Signaled Interrupt Mask Bits (Optional)
Bits Type | Reset | Description
. Mask Bits (MASK): For each Mask bit that is set to ‘1’, the function is prohibited from
31:00 RW 0 : X
sending the associated message.
2.3.7 Offset MSICAP + 14h: MPEND - Message Signaled Interrupt Pending Bits (Optional)
Bits Type | Reset | Description
31:00 RW 0 Pending Bits (PEND): For each Pending bit that is set to “1°, the function has a pending

associated message.

2.4  MSI-X Capability (Optional)

Start (hex) End (hex) Symbol | Name

MSIXCAP MSIXCAP+1 MXID MSI-X Capability ID
MSIXCAP+2 MSIXCAP+3 MXC MSI-X Message Control
MSIXCAP+4 MSIXCAP+7 MTAB MSI-X Table Offset and Table BIR
MSIXCAP+8 MSIXCAP+B MPBA MSI-X PBA Offset and PBA BIR

Note: It is recommended that the controller allocate a unique MSI-X vector for each Completion Queue.

The Table BIR and PBA BIR data structures may be allocated in either BARO-1 or BAR4-5 in
implementations. These tables should be 4KB aligned. The memory page(s) that comprise the Table BIR
and PBA BIR shall not include other registers/structures. It is recommended that these structures be
allocated in BARO-1 following the Submission Queue and Completion Queue Doorbell registers. Refer to
the PCI reference for more information on allocation requirements for these data structures.

2.4.1 Offset MSIXCAP: MXID — MSI-X Identifiers
Bits Type | Reset | Description
. Impl | Next Pointer (NEXT): Indicates the next item in the list. This may be other capability
15:08 RO ! ) . . )
Spec | pointers or it may be the last item in the list.
07:00 RO 11h | Capability ID (CID): Capabilities ID indicates this is an MSI-X capability.
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2.4.2 Offset MSIXCAP + 2h: MXC — MSI-X Message Control
Bits Type | Reset | Description
MSI-X Enable (MXE): If set to ‘1’ and the MSI Enable bit in the MSI Message Control
15 RW 0 register is cleared to ‘0, the function is permitted to use MSI-X to request service and is
prohibited from using its INTx# pin (if implemented). If cleared to ‘0’, the function is
prohibited from using MSI-X to request service.
Function Mask (FM): If set to ‘1’, all of the vectors associated with the function are
14 RW 0 maskeq, regardl_ess of their per vector Mask bit states. If clea_lred to ‘0, _each vector’'s
Mask bit determines whether the vector is masked or not. Setting or clearing the MSI-X
Function Mask bit has no effect on the state of the per vector Mask bits.
13:11 RO Oh Reserved
Impl _Table Size (TS): This value indicates the size of the MSI-X Table as the value n, \(vhich
10:00 RO Spec |43 encoded as n - 1. For example, a returned value of 3h corresponds to a table size of
2.4.3 Offset MSIXCAP + 4h: MTAB — MSI-X Table Offset / Table BIR
Bits Type | Reset | Description
Table Offset (TO): Used as an offset from the address contained by one of the function’s
31:03 RO Impl | Base _Address registers to point to the base of the MSI-X Table. The lower th(ee Table
' Spec | BIR bits are masked off (cleared to 000b) by system software to form a 32-bit Qword-
aligned offset.
Table BIR (TBIR): This field indicates which one of a function’s Base Address registers,
located beginning at 10h in Configuration Space, is used to map the function’s MSI-X
Table into system memory.
BIR Value BAR Offset
0 10h
1 na
) Impl 2 na
02:00 RO Spec 3 Reserved
4 20h
5 24h
6 Reserved
7 Reserved
For a 64-bit Base Address register, the Table BIR indicates the lower Dword. With PCI-
to-PCI bridges, BIR values 2 through 5 are also reserved.
2.4.4 Offset MSIXCAP + 8h: MPBA - MSI-X PBA Offset / PBA BIR
Bits Type | Reset | Description
PBA Offset (PBAO): Used as an offset from the address contained by one of the
3103 RO Impl | function’s Base Address registers to point to the base of the MSI-X PBA. .The Iower.three
' Spec | PBA BIR bits are masked off (cleared to 000b) by software to form a 32-bit Qword-aligned
offset.
PBA BIR (PBIR): This field indicates which one of a function’s Base Address registers,
located beginning at 10h in Configuration Space, is used to map the function’s MSI-X
PBA into system memory.
BIR Value BAR Offset
0 10h
0200 | RO | P! 1 na
P 2 na
3 Reserved
4 20h
5 24h
6 Reserved
7 Reserved
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25

PCI Express Capability

The PCI Express Capability definitions below are based on the PCIl Express 2.1 Base specification.
Implementations may choose to base the device on a specification beyond the PCl Express 2.1 Base
specification.
Express Capability registers.

Note: TLP poisoning is a mandatory capability for PCl Express implementations.

In all cases, the PCI Express Base specification is the normative reference for the PCI

There are optional

features of TLP poisoning, such as TLP poisoning for a transmitter. When an NVM Express controller has
an error on a transmission to the host (e.g., error for a Read command), the error should be indicated as
part of the NVM Express command status and not via TLP poisoning.

Start (hex) End (hex) Symbol Name
PXCAP PXCAP+1 PXID PCI Express Capability ID
PXCAP+2 PXCAP+3 PXCAP PCI Express Capabilities
PXCAP+4 PXCAP+7 PXDCAP PCI Express Device Capabilities
PXCAP+8 PXCAP+9 PXDC PCI Express Device Control
PXCAP+A PXCAP+B PXDS PCI Express Device Status
PXCAP+C PXCAP+F PXLCAP PCI Express Link Capabilities
PXCAP+10h PXCAP+11h PXLC PCI Express Link Control
PXCAP+12h PXCAP+13h PXLS PCI Express Link Status
PXCAP+24h PXCAP+27h PXDCAP2 PCI Express Device Capabilities 2
PXCAP+28h PXCAP+29h PXDC2 PCI Express Device Control 2
2.5.1 Offset PXCAP: PXID — PCI Express Capability ID
Bits Type | Reset | Description
15:8 RO Impl Ne_xt Point_er (NEXT): Indica_tes the next_ item in the list. This may be other capability
) Spec | pointers or it may be the last item in the list.
7:0 RO 10h Capability ID (CID): Indicates that this capability structure is a PCI Express capability.
2.5.2 Offset PXCAP + 2h: PXCAP — PCI Express Capabilities
Bits Type Reset | Description
15:14 RO 00b Reserved
Interrupt Message Number (IMN): This field indicates the MSI/MSI-X vector that is
13:9 RO Impl uged for thfa. interrupt message generated in asspciation with any of the status.bits pf
) Spec this Capability structure. There are no status bits that generate interrupts defined in
this capability within this specification, thus this field is not used.
8 RO Oh Slot Implemented (SI): Not applicable for PCle Express Endpoint devices.
7.4 RO oh Dev_ice/Port Ty_pe_(DPT): Indicates the specific type of this PCI Express function. This
) device shall be indicated as a PCI Express Endpoint.
. Capability Version (VER): Indicates that this capability structure is a PCI Express
3:0 RO 2h -
capability structure.
2.5.3 Offset PXCAP + 4h: PXDCAP - PCI Express Device Capabilities
Bits Type Reset | Description
31:29 RO 000b Reserved
Function Level Reset Capability (FLRC): A value of ‘1’ indicates the Function
28 RO 1b supports the optional Function Level Reset mechanism. NVM Express controllers shall
support Function Level Reset.
27:26 RO 00b Capture_d _Slot Power Limit Scale (CSPLS): Specifies the scale used for the Slot
Power Limit Value.
Captured Slot Power Limit Value (CSPLV): In combination with the Slot Power Limit
2518 RO oh Scale v_alue, specifies the upper limit on power _supplied by the slot_. Power limit (in
' Watts) is calculated by multiplying the value in this field by the value in the Slot Power
Limit Scale field.
17:16 RO 00b Reserved
Role-based Error Reporting (RER): When set to ‘1’, indicates that the Function
15 RO 1b . . . - L .
implements role-based error reporting. This functionality is required.
14:12 RO 000b Reserved
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Endpoint L1 Acceptable Latency (L1L): This field indicates the acceptable latency

11:9 RO érgglc that the Endpoint is able to withstand due to a transition from the L1 state to the LO
state.
Impl Endpoint LOs Acceptable Latency (LOSL): This field indicates the acceptable total
08:06 RO Spec ::agency that the Endpoint is able to withstand due to the transition from LOs state to the
state.
Impl Extended Tag Field Supported (ETFS): This field indicates the maximum supported
05 RO . )
Spec size of the Tag field as a Requester.
Impl Phantom Functions Supported (PFS): This field indicates the support for use of
04:03 RO Spec unclaimed Function Numbers to extend the number of outstanding transactions
allowed by logically combining unclaimed Function Numbers with the Tag identifier.
. Impl Max_Payload_Size Supported (MPS): This field indicates the maximum payload size
02:00 RO ;
Spec that the function may support for TLPs.
2.5.4 Offset PXCAP + 8h: PXDC - PCI Express Device Control
Bits Type Reset | Description
15 RIW Ob Initiat.e Function Level Reset — A write of.‘1’ _initiates Function Level Reset to the
Function. The value read by software from this bit shall always ‘0’.
RW/ Impl Max_Read_Request_Size (MRRS): This field sets the maximum Read Request size
14:12 RO s for the Function as a Requester. The Function shall not generate Read Requests with
pec - .
size exceeding the set value.
Enable No Snoop (ENS): If this field is set to ‘1’, the Function is permitted to set the
11 RwW/ 0 No Snoop bit in the Requestor Attributes of transactions it initiates that do not require
RO hardware enforced cache coherency. This field may be hardwired to ‘0’ if a Function
would never set the No Snoop attribute in transactions it initiates.
RW/ AUX Power PM Enable (APPME): If this field is set to ‘1°, enables a Function to draw
10 RO 0 AUX power independent of PME AUX power. Functions that do not implement this
capability hardware this bit to Ob.
Phantom Functions Enable (PFE): If this field is set to ‘1°, enables a Function to use
09 RW/ 0 unclaimed Functions as Phantom Functions to extend the number of outstanding
RO transaction identifiers. If this field is cleared to ‘0’, the Function is not allowed to use
Phantom Functions.
RW/ Extended Tag Enable (ETE): If this field is set to ‘1°, enables a Function to use an 8-
08 RO 0 bit Tag field as a Requester. If this field is cleared to ‘0’, the Function is restricted to a
5-bit Tag field.
Max_Payload_Size (MPS): This field sets the maximum TLP payload size for the
RW/ Function: As a receive_r, the Function shall handle TLPs as large as the set value._ As
07:05 RO 000b a transmitter, the Function shall not generate TLPs exceeding the set value. Functions
that support only the 128 byte max payload size are permitted to hardwire this field to
Oh.
RW/ Impl Enable Relaxed Orde.ring.(I.ERO): If this field.is set to ‘1’, thg Furjgtipp is permitted to
04 RO Spec set the Relaxed Ordering bit in the Attributes field of transactions it initiates that do not
require strong write ordering.
Unsupported Request Reporting Enable (URRE): This bit, in conjunction with other
03 RW 0 . : . .
bits, controls the signaling of Unsupported Requests by sending error messages.
02 RW 0 Fatal Error Reporting Enable (FERE): This bit, in conjunction with other bits, controls
the signaling of Unsupported Requests by sending ERR_FATAL messages.
Non-Fatal Error Reporting Enable (NFERE): This bit, in conjunction with other bits,
01 RW 0 controls the signaling of Unsupported Requests by sending ERR_NONFATAL
messages.
00 RW 0 Correctable Error Reporting Enable (CERE): This bit, in conjunction with other bits,

controls the signaling of Unsupported Requests by sending ERR_COR messages.
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2.5.5 Offset PXCAP + Ah: PXDS - PCI Express Device Status
Bits Type Reset | Description
15:06 RO Oh Reserved
Transactions Pending (TP): When set to ‘1’ this bit indicates that the Function has
issued non-posted requests that have not been completed. This bit is cleared to ‘0’
05 RO 0 only when all outstanding non-posted requests have completed or have been
terminated by the completion timeout mechanism. This bit shall also be cleared to ‘0’
upon completion of a Function Level Reset.
04 RO Impl AUX Power Detected (APD): Functions that require AUX power report this field as set
Spec to ‘1’ if AUX power is detected by the Function.
Unsupported Request Detected (URD): When set to ‘1’ this bit indicates that the
03 RwWC 0 function received an Unsupported Request. Errors are logged in this register
regardless of whether error reporting is enabled in the Device Control register.
Fatal Error Detected (FED): When set to ‘1’ this bit indicates that the status of fatal
02 RwWC 0 errors detected. Errors are logged in this register regardless of whether error reporting
is enabled in the Device Control register.
Non-Fatal Error Detected (NFED): When set to ‘1’ this bit indicates that the status of
01 RwWC 0 non-fatal errors detected. Errors are logged in this register regardless of whether error
reporting is enabled in the Device Control register.
Correctable Error Detected (CED): When set to ‘1’ this bit indicates status of
00 RwWC 0 correctable errors detected. Errors are logged in this register regardless of whether
error reporting is enabled in the Device Control register.
2.5.6 Offset PXCAP + Ch: PXLCAP - PCI Express Link Capabilities
Bits Type Reset | Description
31:24 RO Hwinit | Port Number (PN): This field specifies the PCI Express port number for this device.
23 RO Oh Reserved
. ASPM Optionality Compliance (AOC): This field specifies Active State Power
22 RO Hwinit
Management (ASPM) support
21 RO 0 Link Bandwidth Notification Capability (LBNC): Not applicable to Endpoints.
20 RO 0 Data Link Layer Link Active Reporting Capable (DLLLA): Not applicable to
Endpoints.
19 RO 0 Surprise Down Error Reporting Capable (SDERC): Not applicable to Endpoints.
Clock Power Management (CPM): If this field is set to ‘1’, the component tolerates
Impl the removal of any reference clock(s) via the “clock request” (CLKREQ#) mechanism
18 RO Spec when the Link is in the L1 and L2/L3 Ready Link states. If this field is cleared to ‘0’,
the component does not have this capability and that reference clock(s) shall not be
removed in these Link states.
Impl L1 Exit Latency (L1EL): This field indicates the L1 exit latency for the given PCI
17:15 RO Express Link. The value reported indicates the length of time this port requires to
Spec .
complete transition from L1 to LO.
Impl LOs Exit Latency (LOSEL): This field indicates the LOs exit latency for the given PCI
14:12 RO S Express Link. The value reported indicates the length of time this port requires to
pec .
complete transition from LOs to LO.
11:10 RO Impl Active State Power Management Support (ASPMS): This field indicates the level of
' Spec ASPM supported on the given PCI Express Link.
09:04 RO Impl Maximum Link Width (MLW): This field indicates the maximum Link width (xn —
' Spec corresponding to n lanes) implemented by the component.
. Impl Supported Link Speeds (SLS): This field indicates the supported Link speed(s) of the
03:00 RO ;
Spec associated port.
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2.5.7 Offset PXCAP + 10h: PXLC — PCI Express Link Control
Bits Type Reset Description
15:10 RO Oh Reserved
Hardware Autonomous Width Disable (HAWD): When set to ‘1’, disables hardware
09 RwW/ oh from changing the Link width for reasons other than attempting to correct unreliable Link
RO operation by reducing Link width. Components that do not implement the ability
autonomously to change Link width are permitted to hardwire this bit to ‘0’.
Enable Clock Power Management (ECPM): When cleared to ‘0’, clock power
08 RW 0 management is disabled and the device shall hold the CLKREQ# signal low. When set
to ‘1’, the device is permitted to use the CLKREQ# signal to power manage the Link clock
according to the protocol defined for mini PCI Express.
Extended Synch (ES): When set to ‘1’, this bit forces the transmission of additional
Ordered Sets when exiting the LOs state and when in the Recovery state. This mode
07 RW 0 . ; - - A i -
provides external devices (e.g. logic analyzers) monitoring the Link time to achieve bit
and symbol lock before the Link enters the LO state and resumes communication.
Common Clock Configuration (CCC): When set to ‘1’ this bit indicates that this
component and the component at the opposite end of this Link are operating with a
06 RW 0 distributed common reference clock. When cleared to ‘0’ this component and the
component at the opposite end of this Link are operating with asynchronous reference
clocks.
05:04 RO Oh Reserved: These bits are reserved on Endpoints.
03 RW 0 Read Completion Boundary (RCB): Indicate the RCB value of the root port.
02 RO 0 Reserved
01:00 RW on Active State Power Management Control (ASPMC): This field controls the level of
' ASPM executed on the PCI Express Link.
2.5.8 Offset PXCAP + 12h: PXLS - PCI Express Link Status
Bits Type Reset | Description
15:13 RO Oh Reserved
Slot Clock Configuration: If this bit is set to ‘1’, it indicates that the component uses
12 RO Impl the same physical reference clock that the platform provides on the connector. If the
Spec device uses an independent clock irrespective of a reference on the connector, this bit
shall be cleared to ‘0.
11:10 RO Oh Reserved
. Negotiated Link Width (NLW): This field indicates the negotiated Link width. This field
09:04 RO na . : A
is undefined when the Link is not up.
03:00 RO na Current Link Speed (CLS): This field indicates the negotiated Link speed. This field

is undefined when the Link is not up.
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2.5.9 Offset PXCAP + 24h: PXDCAP2 — PCI Express Device Capabilities 2
Bits Type Reset | Description
31:24 RO Oh Reserved
Impl Max End-End TLP Prefixes (MEETP): Indicates the maximum number of End-End
23:22 RO Spec TLP Prefixes supported by this Function. TLPs received by this Function that contain
more End-End TLP Prefixes than are supported shall be handled as Malformed TLPs.
Impl End-End TLP Prefix Supported (EETPS): Indicates whether End-End TLP Prefix
21 RO Spec support is offered by a Function. If cleared to ‘0’, there is no support. If set to ‘1’ the
Function supports receiving TLPs containing End-End TLP Prefixes.
Impl Extended Fmt Field Supported (EFFS): If set to ‘1°, the Function supports the 3-bit
20 RO Spec definition of the Fmt field. If cleared to ‘0’, the Function supports a 2-bit definition of
the Fmt field.
19:18 | RO é";g'c OBFF Supported (OBFFS): This field indicates the level of support for OBFF.
17:14 RO Oh Reserved
TPH Completer Supported (TPHCS): Defined encodings are listed in the following
table.
Value Definition
13:12 RO émg(lz 00b TPH and Extended TPH Completer not supported
P 01b TPH Completer supported; Extended TPH Completer not
supported
10b Reserved
11b Both TPH and Extended TPH Completer supported
Impl Latency Tolerance Reporting Supported (LTRS): If set to ‘1, then the latency
11 RO . S
Spec tolerance reporting mechanism is supported.
10 RO 0 No RO-enabled PR-PR Passing (NPRPR): Not applicable to NVM Express.
Impl 128-bit CAS Completer Supported (128CCS): This bit shall be set to ‘1’ if the
09 RO - . . -
Spec Function supports this optional capability.
Impl 64-bit AtomicOp Completer Supported (64A0CS): Includes FetchAdd, Swap, and
08 RO s CAS AtomicOps. This bit shall be set to ‘1’ if the Function supports this optional
pec I
capability.
Impl 32-bit AtomicOp Completer Supported (32A0CS): Includes FetchAdd, Swap, and
07 RO CAS AtomicOps. This bit shall be set to ‘1’ if the Function supports this optional
Spec capability.
06 RO 0 AtomicOp Routing Supported (AORS): Not applicable to NVM Express.
05 RO 0 ARI Forwarding Supported (ARIFS): Not applicable for NVM Express.
Completion Timeout Disable Supported (CTDS): A value of ‘1’ indicates support
04 RO 1 for the Completion Timeout Disable mechanism. The Completion Timeout Disable
mechanism is required for Endpoints that issue requests on their own behalf.
. Impl Completion Timeout Ranges Supported (CTRS): This field indicates device
03:00 RO ; : . ; 0 .
Spec function support for the optional Completion Timeout programmability mechanism.
2.5.10 Offset PXCAP + 28h: PXDC2 — PCI Express Device Control 2
Bits Type Reset | Description
31:15 RO Oh Reserved
14:13 RW éngg:: OBFF Enable (OBFFE): This field controls the capabilities enabled for OBFF.
12:11 RO 00b Reserved
10 RW 0 Latency Tolerance Reporting Mechanism Enable (LTRME): When set to ‘1,
enables the LTR mechanism. When cleared to ‘0’, the LTR mechanism is disabled.
09:05 RO Oh Reserved
Completion Timeout Disable (CTD): When set to ‘1’, this bit disables the
04 RW 0 . . )
Completion Timeout mechanism.
03:00 | RW/RO Impl Completion Timeout Value: Specifies the completion timeout value. If this feature
) Spec is not supported in PXDCAP2, then this field is read only Oh.
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Advanced Error Reporting Capability (Optional)

The Advanced Error Reporting definitions below are based on the PCI Express 2.1 Base specification.
Implementations may choose to base the device on a specification beyond the PCl Express 2.1 Base
specification. In all cases, the PCI Express Base specification is the normative reference for the Advanced
Error Reporting registers.

Start (hex) End (hex) Symbol Name
AERCAP AERCAP+3 AERID AER Capability ID

AERCAP+4 AERCAP+7 AERUCES AER Uncorrectable Error Status Register

AERCAP+8 AERCAP+B AERUCEM AER Uncorrectable Error Mask Register

AERCAP+C AERCAP+F AERUCESEYV | AER Uncorrectable Error Severity Register
AERCAP+10h AERCAP+13h AERCES AER Correctable Error Status Register
AERCAP+14h AERCAP+17h AERCEM AER Correctable Error Mask Register
AERCAP+18h AERCAP+1Bh AERCC AER Advanced Error Capabilities and Control Reg.
AERCAP+1Ch AERCAP+2Bh AERHL AER Header Log Register
AERCAP+38h AERCAP+47h AERTLP AER TLP Prefix Log Register (Optional)

2.6.1 Offset AERCAP: AERID — AER Capability ID
Bits Type | Reset | Description
) Impl Next Pointer (NEXT): Indicates the next item in the list. This may be other capability
31:20 RO . . . . .
Spec | pointers or it may be the last item in the list.
) Impl Capability Version (CVER): Indicates the version of the capability structure. Reset
19:16 RO
Spec | value