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Reminders 

• Quiz tomorrow (2/22) 

• Project 4 is up 

– Due Wednesday, 3/13 

– Group project 

 



Topics for Today 

• Project 3 Recap 

• Virtual Address Spaces 

• Project 4 

 



Project 3 Recap 

• How was performance? 

– Async vs. Sync? 

– Sync # of threads? 

– Async # of calls? 

– Buffer size? 
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• Calls to disk are all sequential access! 

– Seems like concurrency won’t help much… 



Project 3 Recap 

• Calls to disk are all sequential access! 

– Seems like concurrency won’t help much… 

• Disk Caching! 

– Optimizations to keep pages in memory 



Project 3 Recap 

• Write caching 

 

 

 

 

• Read caching 



Project 3 Recap 

• Disk scheduler can minimize amount of I/O 

between memory and disk 

• Delay write to disk as long as possible 

• Reads must be immediate 

– If a write occurs on a file, a read on the same file 

must fetch from disk 
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Virtual Address Spaces 
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Always validate user pointers in the kernel 



Topics for Today 

• Project 3 Recap 

• Virtual Address Spaces 

• Project 4 

 



Project 4 

• Goals: Modify the FAT file system to 

– Make all directories sortable 

– Compact directories 



The FAT File System 
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The FAT File System 



The FAT File System 

• So, how do we get files? 



The FAT File System 



Project 4 

• Goal: keep dirents sorted in each directory 

– Note: This means implementing your own sorting 

algorithm! 



Project 4 

• Kernel data structures: on-disk (fat.h) 

– PACKED_BOOT_SECTOR (boot info, etc – don’t 

modify) 

– BIOS_PARAMETER_BLOCK (boot info, etc – don’t 

modify) 

– PACKED_DIRENT(DIRENT struct) 

• Kernel data structures: in-memory (fatstruct.h) 

– VCB (info about mounted volume) 

– FCB (cached files) 

– DCB (cached directories) 



Project 4 



Project 4 

• Resort dirents when: 
– Creating a new file (name, extension, cluster number) 

– Closing a file (timestamp, size) 

– Re-sorting the entire dirent 
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