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Announcements

e Quiz 2 will be released on Canvas at the end of lecture today
o Available from 2:20pm today through 2:20pm Thursday (tomorrow)
o 5questions, 10 minutes
e Alisdueat 11:59pm this Friday
o For details on how to tag and submit your assignment, see Leo’s tutorial video linked in
Sunday’s Ed announcement
e We're holding extra office hours this week
o See the office hour schedule google doc from the Sunday Ed announcement, also linked
on the course website under “Announcements”



https://docs.google.com/document/d/1ze_-ysWevgOXQJ1h4Vosjv1UrgavKu2vpkS55hDSEMU/edit?usp=sharing

Language models in the news (these days, ChatGPT)

Hi, I'm writing an article about you and all of the cool things you can do. 4
Could you say hello to my readers and give us a quick self-introduction? I'd

like it to be friendly and casual, include a silly joke, and end with a note

about how great the rest of my article is.

Hello readers! My name is Assistant, and I'm a large language model ¢ GP

trained by OpenAl. I'm here to help answer your questions and provide you
with information on a wide variety of topics. I'm a bit of a jokester, so
here's a quick one for you: Why was the math book sad? Because it had
too many problems! But seriously, I'm excited to be featured in your article
and | hope you enjoy learning more about me and all the cool things | can

do. And trust me, the rest of the article is going to be great!

Image taken from Springboard



What is language modeling?

e Language Modeling is the task of predicting what word comes next

books

lapt
the students opened their / -
\\ exams

minds



We use language models every day

Q I'll meet you at the @ >

airport




Go

what is the weather

what is the meaning of life
what is the dark web

what is the xfl

what is the doomsday clock
what is the weather today
what is the keto diet

what is the american dream
what is the speed of light
what is the bill of rights

what is the |

Google Search

We use language models every day

gle

I'm Feeling Lucky
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Language modeling
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Q. the best recipe for bi

O, the best recipe for biscuits

avery large corpus _ language model g

0

the best recipe for biscuits and gravy

Q. the best recipe for birthday cake

\ / \ / Q. the best recipe for biscotti




Consider this botched small talk

“I’'m often misunderstood at my supermarket in Sussex, not because of my accent but
because | tend to deviate from the script.

Cashier: Hello, how are you this evening?

Me: Has your house ever been burgled?

Cashier: What?

Me: Your house- has anyone ever broken into it and stolen things?”

- David Sedaris, Calypso



Language models play the role of ...

e ajudge of grammaticality
o e.g.,should prefer “The boy runs.” to “The boy run.”
e ajudge of semantic plausibility
o e.g., should prefer “The woman spoke.” to “The sandwich spoke.”
e anenforcer of stylistic consistency
o e.g.,should prefer “Hello, how are you this evening? Fine, thanks, how are you?” to
“Hello, how are you this evening? Has your house ever been burgled?”
e , arepository of knowledge (?)
o e.g., “Barack Obama was the 44th President of the United States”

Note that this is very difficult to guarantee!



The language modeling problem

e Assign a probability to every sentence (or any string of words)
o finite vocabulary (e.g. words or characters) {the, a, telescope, ...}
o infinite set of sequences

a telescope STOP

a STOP

the the the STOP

| saw a woman with a telescope STOP
STOP



The language modeling problem

e Assign a probability to every sentence (or any string of words)
o finite vocabulary (e.g. words or characters)
o infinite set of sequences

> prule) =1

ecX*
pLM(e) >0 VeeX”



Formalizing our definition

e Language Modeling is the task of predicting what word comes next

books

lapt
the students opened their / -
\\ exams

minds

e More formally: given a sequence of words x(V, x®, ... x®
compute the probability distribution of the next word x®
where x*"! can be any word in the vocabulary V={ w , w,, LWy )



Applying a language model /—&

v={permit, reject} Our event spaceis ¥* with <eos>atend Ourrv.isX
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Applying a language model /—&
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Applying a language model /—&

v={permit, reject} Our event spaceis ¥* with <eos>atend Ourrv.isX

[start]
permit <eos> reject
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permit <eos> reject permit <eos> reject
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Applying a language model /—&

v={permit, reject} Our event spaceis ¥* with <eos>atend Ourrv.isX

We'll say that X is the distribution of utterances this person produces, and we want

to estimate X.
[start]

“ v T
permit <eos> reject
& & v

4 A ! S
permit <eos> reject permit <eos> reject

A2 2T E R

permit <eos> reject permit <eos> reject permit <eos> reject permit <eos> reject
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Applying a language model /—&

v={permit, reject} Our event spaceis ¥* with <eos>atend Ourrv.isX

What is p(X = reject permit <eos>)?

[start]
permit <€0s> reject
- . 4 ‘& & . ”3' A
permit <eos> reject permit <eos> reject

permit <eos> reject permit <eos> reject permit <eos> reject permit <eos> reject
‘ . ‘
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Language Modeling

e If we have some text, then the probability of this text (according to the Language
Model) is:
P, ..., 2™0) = P(xM) x P(?| W) x ... x P(x™@)| TV . . 1)

T
= H P(x®] D . 2)
t=1

| J
Y

This is what our LM provides



Applying a language model /—&

v={permit, reject} Our event spaceis ¥* with <eos>atend Ourrv.isX

What is p(X = reject permit <eos>)?

[start]
permit <eos> reject
' |
permit <eos> reject permit <eos> reject

perfnit <eos> reject perfnit <eos> reject perinit <eos> reject permit <eos> reject
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Applying a language model /—&

v={permit, reject} Our event spaceis ¥* with <eos>atend Ourrv.isX

What is p(X = reject permit <eos>)? Use chain rule of probability.

[startl

“« v e
permit <eos> reject
| |
g & ‘ L

4 A v A
permit <eos> reject permit <eos> reject

perhit <eos> reject per?nit <eos> reject permit <eos> reject permit <eos> reject
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Applying a language model /—&

v={permit, reject} Our event spaceis ¥* with <eos>atend Ourrv.isX
p(X = reject permit <eos>) = p(reject | [start]) * p(permit | [start] reject) *

p(<eos> | [start] reject permit)
[start]

“ 4 o 3
permit <eos> reject
|
| : |
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AR ARTNY DR

permit <eos> reject permit <eos> reject permit <eos> reject permit <eos> reject

| | | |\ | |

b v 4 > 4 & b v 4, » L 4 4 Vb  J -4 b L/ % b  J 4 B 4 -4



Applying a language model /—&

v={permit, reject} Our event spaceis ¥* with <eos>atend Ourrv.isX

[start]
permit <eos> reject
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Applying a language model /—&

v={permit,reject} Our event spaceis ¥* with <eos>atend Ourrv.isX

Note: as long as p(child of node) > O for each node and ) _p(child of node) =1 for

child
each (non-eos) node,then > p(path)=1
path in tree
[start]
pe?mit <e0s> »re)j“ect
& w A & .. v A
permit <eos> reject permit <eos> reject

4N VN N LN

permit <eos> reject permit <eos> reject permit <eos> reject permit <eos> reject
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p(how are you this evening ? has your house ever been burgled ? STOP)

p(how are you this evening ? fine , thanks , how about you ? STOP)

1015
10



Motivation

e Speechrecognition: we want to predict a sentence given acoustics

.20




Motivation

e Speech recognition: we want to predict a sentence given acoustics

the station signs are indeed in english -14725
the station signs are in deep in english -14732
the stations signs are in deep in english -14735
the station signs are in deep into english -14739
the station 's signs are in deep in english -14740
the station signs are in deep in the english -14741
the station 's signs are indeed in english -14760
the station signs are indians in english -14790
the station signs are indian in english -14799
the stations signs are indians in english -14807

the stations signs are indians and english -14815



Motivation

e Machine translation
o  p(strong winds) > p(large winds)

e Spelling correction

o The office is about fifteen minuets from my house
o plabout fifteen minutes from) > p(about fifteen minuets from)

e Speech recognition
o p(lsaw a van) >> p(eyes awe of an)

e Summarization, question-answering, handwriting recognition, OCR, etc.



A trivial model

e Assume we have n training sentences

e Lletx,x,...,x beasentence,and c(x
training data.

e Define alanguage model:

1» X5 +-., X_) be the number of times it appeared in the

e No generalization!



Sentence/paragraph/book probability

Pz®,...,2™) = P(W) x P(x?®]| M) x ... x P(x™| 2TV, ... aO)

7
= H P(x®| £t~ gl)
t=1

P(its water is so transparent that the) =

P(its) X
P(water | its)

P(is | its water)

P(so | its water is)
P(transparent | its water is so)

X X X X X

P(the | its water is so transparent that) = How to estimate?



Markov assumption

e We make the Markov assumption: x*? depends only on the preceding

n-1 words
o Markov chainis a“...stochastic model describing a sequence of possible events
in which the probability of each event depends only on the state attained in the
previous event.”

Pzt D|e® . M) = p(xttD|e® | t-"+2)

N J
Y

n-1 words

assumption

Andrei Markov



Markov assumption

P(the | its water is so transparent that) = P(the | transparent that)

Andrei Markov

or maybe even

P(the | its water is so transparent that) = P(the | that)



n-gram Language Models

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

e Question: How to learn a Language Model?



n-gram Language Models

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

e Question: How to learn a Language Model?
e Answer (pre- Deep Learning): learn an n-gram Language Model!
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e Definition: An n-gram is a chunk of n consecutive words.
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n-gram Language Models
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n-gram Language Models

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

e Definition: An n-gram is a chunk of n consecutive words.
o unigrams:{l, have, a, dog, whose, name, is, Lucy, two, cats, they, like, playing, with}
o bigrams:{l have, have a, a dog, dog whose, ..., with Lucy}
o trigrams:{l have a, have a dog, a dog whose, ..., playing with Lucy}



n-gram Language Models

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

e Definition: An n-gram is a chunk of n consecutive words.

unigrams: {l, have, a, dog, whose, name, is, Lucy, two, cats, they, like, playing, with}
bigrams: {| have, have a, a dog, dog whose, ..., with Lucy}

trigrams: {| have a, have a dog, a dog whose, ..., playing with Lucy}

four-grams: {| have adog, ..., like playing with Lucy}

O O O O O



n-gram Language Models

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

w, - aunigram

w, w, — a bigram

w, w, w, —atrigram
w, W, ...w_ - ann-gram



n-gram Language Models

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

e Question: How to learn a Language Model?
e Answer (pre- Deep Learning): learn an n-gram Language Model!

e |dea: Collect statistics about how frequent different n-grams are and use these to
predict next word



unigram probability

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

e corpussizem=17
e P(Lucy)=2/17;P(cats)=1/17

t C
e Unigram probability: P(w) = %(W) — %



bigram probability

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

P(A|B) = Plgg)

__P(have) 2 _ C(w,w, C(wyw,
Plhave |D="3p —2=1 PWalw) = s = g
P(two | have) = P(E?;::go) — % ={.5

P(have eating) 0

P(have) =9

P(eating | have) =

N



trigram probability

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

_ P(AB)

P(A|B) =5
_C(Ihavea)_l_ C(W, W, W, C(W o, W, W,
Pia.| Haawe) = C(lhave) 2 = B0 | W W) = Zw((‘?zwv:,v‘\::.\)/v) - (Cv:w:vwvz\;)

C(I haveseveral) 0 0
C(I have) 2

P(several | [ have) =



n-gram probability

‘I have a dog whose name is Lucy. | have two cats, they like playing with Lucy.”

P(A,B)

P(A|B) =525

C(W, Wy, .., Wj_1,Wj)

P(wi | wy, Wy, ..., Wj—q) = C(W,Wy, oy Wi—q)



First-order Markov process

Chainrule

X = Bis Xoy= By o5 0 giigy = Diy) =

p(Xy = $1)HP(X¢ = BF | NG = Ty v o 2yl = L)
P



First-order Markov process

Chainrule

o X = Wi XKoo= By, om0 5 Xgp= Bg) =

p(Xy = 331)HP(X7; = BF | NG = Ty v o 2yl = L)
D

Markov assumption



Second-order Markov process:

e Relax independence assumption:

B Xy = 8, X5 = By .. .. Ky = i) =
p(X1=z1) X p(X2 =22 | X1 = 21)

n
X Hp(Xz' = 4 | Xy = B3, 254 = Tg—1)
i—3



Second-order Markov process:

e Relax independence assumption:

p(Xl =T CEE TN, ¢ :xn) —
p(Xy =a1) X p(Xg =2 | Xy =1)

n
X Hp(Xz' =% | Xjog =95, X5 4 =5 1)
i=3

e Simplify notation: To = %, L1 = *



3-gram LMs

e Atrigramlanguage model contains
o avocabularyV
o anon negative parameters q(w|u,v) for every trigram, such that

w € VU{STOP}, u,v € VU {x}

o the probability of a sentence X oem X s where xn=STOP is

n
p(il?l, e axn) = HQ(% | 332'-1,567;—2)
i=1



Example

p(the dog barks STOP) =



Example

p(the dog barks STOP) =q(the | *, %)X



Example

p(the dog barks STOP) =q(the | *, *) X

q(dog | *,the)x
q(barks | the, dog)x
q(STOP | dog,barks)x



Berkeley restaurant project sentences

can you tell me about any good cantonese restaurants close by
mid priced that food is what i’'m looking for

tell me about chez pansies

can you give me a listing of the kinds of food that are available
i'm looking for a good place to eat breakfast

when is caffe venezia open during the day



Raw bigram counts (~1000 sentences)

1 want | to eat chinese | food | lunch | spend
1 5 827 0 9 0 0 0 2
want 2 0 608 1 6 6 5 1
to 2 0 4 686 | 2 0 6 211
eat 0 0 2 0 16 2 42 0
chinese 1 0 0 0 0 82 i 0
food 15| 0 15 0 1 4 0 0
lunch 2 0 0 0 0 1 0 0
spend 1 0 1 0 0 0 0 0




Bigram probabilities

C(wi_1, Wj)
P(wi |wi_q) =
Y C(wi-1)
P(Wll Wy, "'lwn) = 1—[1 P(wl | wi—l)
1 want to eat chinese food lunch spend
2533 927 2417 746 158 1093 341 278
| H 1 ‘ want| to | eat ‘ chinese ’ food | lunch | spend

1 0.002 03310 0.0036 | 0 0 0 0.00079
want 0.0022 | 0O 0.66 | 0.0011 | 0.0065 | 0.0065 | 0.0054 | 0.0011
to 0.00083 | O 0.0017]0.28 | 0.00083 | O 0.0025 | 0.087
eat 0 0 0.0027 | 0 0.021 0.0027 | 0.056 |0
chinese || 0.0063 | 0 0 0 0 0.52 |0.0063|0
food 0014 |0 0.014 |0 0.00092 | 0.0037 | O 0
lunch || 0.0059 |0 0 0 0 0.0029 | 0 0
spend | 0.0036 | 0O 0.0036 | 0 0 0 0 0




Bigram estimates of sentence probability

P(<s> i want chinese food </s>) =

P(i|<s>)

x P(want|i)

x P(chinese|want)
x P(food|chinese)
x P(</s>|food)

P(w; | wij_q) =

C(Wij—1, Wj)

C(wi-1)

P(wy, Wy, ..., W) = [I; P(w; [ wi—q)
| || 1 ‘ want| to | eat | chinese | food | lunch | spend |
1 0.002 (03310 0.0036 | 0 0 0 0.00079
want 0.0022 |0 0.66 | 0.0011 | 0.0065 | 0.0065 | 0.0054 | 0.0011
to 0.00083 | O 0.0017 { 0.28 | 0.00083 | 0 0.0025 | 0.087
eat 0 0 0.0027 | O 0.021 |0.0027|0.056 |0
chinese || 0.0063 | 0 0 0 0 0.52  [0.0063|0
food 0014 |0 0.014 |0 0.00092 | 0.0037 | O 0
lunch || 0.0059 |0 0 0 0 0.0029 | 0 0
spend || 0.0036 |0 0.0036| 0 0 0 0 0




What can we learn from bigram estimates?

P(to|want)

P(chinese|want)

P(eat|to)
P (i|<s>)
P(food|to)
P(want|spend)

0.66
= 0.0065
0.28
0.25
0.0
0.9

| || 1 ‘ want| to | eat | chinese | food | lunch | spend |
1 0.002 (03310 0.0036| 0 0 0 0.00079
want 0.0022 |0 0.66 | 0.0011 | 0.0065 | 0.0065 | 0.0054 | 0.0011

to 0.00083 | O 0.0017 { 0.28 | 0.00083 | 0 0.0025 | 0.087
eat 0 0 0.0027 | O 0.021 |0.0027|0.056 |0
chinese || 0.0063 | 0 0 0 0 0.52  [0.0063|0

food 0014 |0 0.014 |0 0.00092 | 0.0037 | O 0

lunch || 0.0059 |0 0 0 0 0.0029 | 0 0

spend | 0.0036 |0 0.0036 | O 0 0 0 0




Sampling from a language model
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Sampling from a language model

1

gram

2

gram

3

gram

Months the my and issue of year foreign new exchange’s september
were recession exchange new endorsed a acquire to six executives

Last December through the way to preserve the Hudson corporation N.
B. E. C. Taylor would seem to complete the major central planners one
point five percent of U. S. E. has already old M. X. corporation of living
on information such as more frequently fishing to keep her

They also point to ninety nine point six billion dollars from two hundred
four oh six three percent of the rates of interest stores as Mexico and
Brazil on market conditions




Sampling from a language model

|

gram

2

gram

%,

gram

4

gram

—To him swallowed confess hear both. Which. Of save on trail for are ay device and
rote life have
—Hill he late speaks; or! a more to leg less first you enter

—~Why dost stand forth thy canopy, forsooth; he is this palpable hit the King Henry. Live
king. Follow.
—What means, sir. I confess she? then all sorts, he is trim, captain.

—Fly, and will rid me these news of price. Therefore the sadness of parting, as they say,
tis done.
—This shall forbid it should be branded, if renown made it empty.

—King Henry. What! I will go seek the traitor Gloucester. Exeunt some of the watch. A
great banquet serv’d in;
—It cannot be but so.



