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Announcements

● A2 is due a week from tonight

● Extra office hours next week– we’ll update the course google calendar (also 

embedded on the course website below the calendar table) with those extra office 

hours by Sunday evening (and send out an Ed announcement once that’s done)

● A1 grades are out!
○ We’ll be taking A1 regrade requests through the end of Thursday 2/16
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https://calendar.google.com/calendar/embed?src=c_07535d20442f0980f8a1f05ab8036c52c4ef91994204c0a68731b46b3347d17f%40group.calendar.google.com&ctz=America%2FLos_Angeles


A couple of closing words about Viterbi (because there’s always 
something)

● Multiplying together a bunch of probabilities → we want to do our calculations in 

log space instead!

● We can think about doing Viterbi either by filling in a table, or by recursively filling 

out column through column– as long as we don’t accidentally throw out old columns’ 
backpointers by doing so

● Make sure your table of transition probabilities and your table of observation 

likelihoods are all estimated before you start decoding for any particular input. 

(They’re tables, but they’re separate from your Viterbi dynamic-programming 

table!)



Conditional Random Fields



A POS-tagging example
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Our POS-tagging example as an HMM
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Score of specific 
sequence of 
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The product of all 
the orange numbers



Review: Parameters of our HMM model
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We learned these parameters using count-based 
estimation.
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Switching to a CRF: p(A | B) → 𝞧(A, B)

Score of specific 
sequence of 
states/emissions:
The product of all 
the orange numbers

Key change: we allow 𝞧 functions to output any positive number 

How do we do this? Exponentiate 
as the final part of each 𝞧 



Where have we seen this shift from parameters 
representing probabilities to learned weights before?
In moving from Naive Bayes to Logistic Regression!

In switching from an HMM to a CRF, we’ve moved from a generative sequence labeling 

model to a discriminative one.

How do we learn the parameters for the potentials (those 𝞧 functions)?

Follow our strategy that we used for learning a logistic regression model!



Logistic regression
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Predict each individual tag with logistic regression
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normalization is important but difficult 
in the sequence setup



Logistic regression

they time time

N/V N/V N/V

Predicting each individual tag with logistic regression is suboptimal



Conditional random fields

they time time
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Incorporate structures between the labels



Conditional random fields
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We define a series of scores 



Conditional random fields

they time time

N/V N/V N/V

These scores are similar to their counterparts in logistic regression: (0, +inf)



Conditional random fields

they time time

N/V N/V N/V

Again like in LR, these scores come from models with learnable parameters. In the homework:
●       is parameterized by a bidirectional LSTM
●       is parameterized by a simple lookup table



Conditional random fields

they time time

N/V N/V N/V

The goal of training a CRF is to obtain the gold label sequence,
and optimize the model parameters to maximize that sequence’s probability.
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Conditional random fields

they time time

N/V N/V N/V

How to define the label sequence probability?

We are essentially doing softmax here,
but the denominator is difficult to calculate!



Conditional random fields
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How to define the label sequence probability?

We introduce the forward algorithm (a.k.a. 
sum-product algorithm) to obtain the 
denominator (a.k.a. partition function).



Conditional random fields

they time time
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How to define the label sequence probability?

We introduce the forward algorithm (a.k.a. 
sum-product algorithm) to obtain the 
denominator (a.k.a. partition function).

HW 6.2

HW 6.1
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Conditional random fields

they time time
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…

(we want their sum)

𝜓trans NOUN VERB

NOUN 2 3

VERB 3 1

𝜓feat “they” “time”

NOUN 4 3

VERB 1 1



they time time

N.

V.

tokens

labels

Here the alpha variable 
denotes the sum of all 
paths *ending* at the cell.

𝜓feat “they” “time”

NOUN 4 3

VERB 1 1

𝜓trans NOUN VERB

NOUN 2 3

VERB 3 1

Conditional random fields



We can compute each of the 
alpha variable recursively.
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Conditional random fields

Time complexity?
Space complexity?
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How to define the label sequence probability?



Conditional random fields

they time time

N/V N/V N/V

How to maximize the gold sequence probability?

Gradient descent, or any of your 
favorite optimizers :)



Conditional random fields

they time time

N/V N/V N/V

How to do inference on test-time inputs 
with the learned model?

The Viterbi algorithm, a.k.a. 
max-product algorithm
(This part is the same as HMMs)

Further details can be found in Chapter 7 
of the Eisenstein textbook here.

https://cseweb.ucsd.edu/~nnakashole/teaching/eisenstein-nov18.pdf


Other types of CRF

source

https://cs.brown.edu/courses/csci2950-p/lectures/2013-04-25_crfMaxProduct.pdf

