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Announcements

● A2 is out for < 12 more full days! Please start early!

● A1 grades will be released sometime on Wednesday
○ We’ll be accepting regrade requests for A1 for a week (Feb. 8 through Feb. 15)

● Thanks for midterm course eval feedback!
○ I’ll go over takeaways from this at the beginning of class on Wednesday

● Quiz 4 will go out at 2:20pm on Wednesday
○ 5 multiple-choice questions

○ Will cover lexical semantics, neural networks we’ve seen so far, and sequence labeling 

content up through the end of today

○ Remember that you’re allowed to use your notes
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Wrapping up RNNs
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Recurrent neural network language model 
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Backpropagation through time (BPTT)
 

 

 

 

 

 

 

   

 

 

 

BP through time…. (reversed!)

Accumulate!



Generation with an RNN language model
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A Beginning-of-sentence 
(BOS) token



RNN for text classification

 

 

 

 

 

 ……

 

 

 

 

This                                 restaurant                             is                 …..                             wonderful



Gradient exploding and gradient vanishing

• In BPTT, we could meet two serious problems. They are called gradient exploding (error vector 
become too large) and gradient vanishing (error vector become too small).

• Gradient exploding is more serious because it makes training impossible.

 

 

 

 

 

 

   

 

 

 

BP through time…. (reversed!)



Intuition: Gradient exploding and gradient vanishing
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And only considering Lt



Gradient clipping for the exploding problem
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LSTMs and GRUs
(Long Short-Term Memory and   
Gated Recurrent Units)
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LSTM or GRU for gradient vanishing
● Historical note: The LSTM (long-short term memory) network was first used in 

(Sundermeyer et.al. 2012), dealing with the g-vanishing problem.

● Then, GRU (gated recurrent unit) is proposed as a simplification of LSTM.

● We will discuss GRU because it’s simpler and has the same core idea.

Christopher Olah’s blog post on Understanding LSTM Networks is great btw

https://colah.github.io/posts/2015-08-Understanding-LSTMs/


Gated recurrent unit for gradient vanishing

← Let’s just focus on this line
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●  

Gated recurrent unit for gradient vanishing
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The RNN case for reference.
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Residual connection in deep feedforward NN
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Philosophy: Combining NN modules
● We have now learnt several neural modules (rnn, lstm/gru, etc.), which are by 

themselves, a small neural network. We can combine different modules together to 
form a large neural model.

● For example, we build a AR-LM by stacking several GRU layers, and linking them with 
a residual link:
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Bi-directional RNN
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Bi-directional RNN for language modeling?
● Exercise: When we switch from a uni-rnn to a bi-rnn, and we don’t change anything 

else, can we still do language modelling?

● Answer: No! In a language model, we can not utilize information from the future!
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Bi-directional RNN for encoding a sequence as a 
fixed-length vector?
There are several ways to get a fixed-length sequence encoding from a bi-rnn:
Way1: add a special token to the input.
Way2: do a max-pooling or mean-pooling of the hidden states.

[CLS]   

 

   

Bi-GRU

 

predict

predict



RNNs, GRUs, and LSTMs: conclusion
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● Powerful way of modeling text that takes word order into account

● Fully differentiable!

● Can choose whether or not to use hidden state representation of each token



Sequence labeling
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Levels of linguistic knowledge

Phonetics The study of the sounds of human language

Phonology The study of sound systems in human language

Morphology The study of the formation and internal structure of 
words

Syntax The study of the formation and internal structure of 
sentences

Semantics The study of the meaning of sentences 

Pragmatics The study of the way sentences with their semantic 
meanings are used for particular communicative 
goals
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Ingredients for linguistic analysis

● Formalism
○  Map text to some abstraction

● Theoretical grounding from linguistics
○ Why does linguistics support that our formalism makes sense?

● An algorithmic solution
○ How to solve the mapping problem?

■ Rule based

■ Supervised learning: symbolic or neural solutions

■ Unsupervised learning
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Supervised algorithms for sequence labeling problems

Map a sequence of words to a sequence of labels

● Part-of-speech tagging (Church, 1988; Brants, 2000) 

● Named entity recognition (Bikel et al., 1999)

● Text chunking and shallow parsing (Ramshaw and Marcus, 1995) 

● Word alignment of parallel text (Vogel et al., 1996) 

● Compression (Conroy and O’Leary, 2001) 

● Acoustic models, discourse segmentation, etc. 
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Part of speech tagging
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Parts of speech

● Open classes
○ nouns

○ verbs

○ adjectives 

○ adverbs

● Closed classes
○ prepositions 

○ determiners

○ pronouns

○ conjunctions

○ auxiliary verbs
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Parts of speech, more fine-grained classes

● Open classes
○ nouns

■ proper

■ common
● count

● mass

○ verbs

○ adjectives 

○ adverbs
■ directional 

■ degree

■ manner

■ temporal

Actually, I ran home extremely quickly yesterday
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Parts of speech, closed classes
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Part of speech tagsets

● Penn treebank tagset (Marcus et al., 1993)
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Example of POS tagging
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The Universal Dependencies 

https://universaldependencies.org
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Why POS tagging

● Goal: resolve ambiguities

● Text-to-speech 
○ record, lead, protest

● Lemmatization 
○ saw/V → see, saw/N → saw

● Preprocessing for harder disambiguation problems
○ syntactic parsing

○ semantic parsing
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Ambiguities in POS tags
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Ambiguities in POS tags
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Most frequent class baseline

● Assigning each token to the class it occurred in most often in the training set

● Always compare a classifier against a baseline at least as good as the most 

frequent class baseline 

● The WSJ training corpus and test on sections 22-24 of the same corpus the 

most-frequent-tag baseline achieves an accuracy of 92.34%.

● 97% tag accuracy achievable by most algorithms (HMMs, MEMMs, neural 

networks, rule-based algorithms)
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Sequence labeling as text classification

36



Generative sequence labeling: 
Hidden Markov Models
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Markov Chain: weather

the future is independent of the past given the present
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Markov chain
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Markov chain: words

the future is independent of the past given the present
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Types of Markov chains

● + many more
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Hidden Markov Models (HMMs)
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HMM parameters
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HMMs in language technologies

● Part-of-speech tagging (Church, 1988; Brants, 2000) 

● Named entity recognition (Bikel et al., 1999) and other information extraction 

tasks 

● Text chunking and shallow parsing (Ramshaw and Marcus, 1995) 

● Word alignment of parallel text (Vogel et al., 1996) 

● Acoustic models in speech recognition (emissions are continuous)

● Discourse segmentation (labeling parts of a document) 
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Modeling POS tagging with a HMM

(Imagine all these circles are colored in)
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Modeling POS tagging with a HMM

(Imagine all these circles are colored in)
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Hidden Markov Models

● In real world many events are not observable

● Speech recognition: we observe acoustic features but not the phones

● POS tagging: we observe words but not the POS tags

o1 o2 on

q
1

q
2

q
n ...
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HMM example
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HMMs: algorithms

Forward

Viterbi

Forward–
Backward; 
Baum–Welch
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HMM tagging as decoding
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Could we brute force this?

(Imagine all these circles are colored in)
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HMM tagging as decoding

How many possible choices?
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Part of speech tagging example

Slide credit: Noah Smith
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The Viterbi algorithm
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Viterbi

● n-best decoding

● relationship to sequence alignment
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 The Viterbi algorithm
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The Viterbi algorithm
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