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R VA7 PAUL G ALLEN SCHOOL
Announcements

https://courses.cs.washington.edu/courses/csedd’/22au/

e Quiz 1. Merday-October46 Wednesday October 12

o 5 questions, open during lecture time, 10-min in the end of the class

o Materials from weeks 1 and 2
= Introduction to NLP, introduction to text classification, NB
= Instructions for HW 1

o Discussions on Ed
o Reminder about 10% bonus grade for commenting on Ed
o TAs will respond to your questions within 24 hours
o Office hours
o TA OH locations have been updated on the website
o Yulia is traveling in the rest of this week, no OHs on Friday

Yulia Tsvetkov 2 Undergrad NLP 2022
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ECRES 2022 <2022@ecres.net> via amazonses.com

2022@ecres.net
yuliats@cs.washington.edu

Feb 22,2022,7:21 AM

The Best Renewable Energy Conference ( Last chance !)

amazonses.com

Standard encryption (TLS) Learn more

Dear Colleague,

Account: yuliats@cs.washington.edu

Good news: Due to many requests, the submission deadline has been extended to 10 March 2022 (It is firm
date).

We would like to invite you to submit a paper to 10. European Conference on Renewable
Energy Systems (ECRES). ECRES 2022 will be held hybrid mode, the participants can
present their papers physically or online. The event is going to be organized in
Istanbul/Turkey under the technical sponsorship of Istanbul Medeniyet University and many
international institutions. The conference is highly international with the participants from
all continents and more than 40 countries.

The submission deadline and special and regular issue journals can be seen
in ecres.net

There will be keynote speakers who will address specific topics of energy as you would see
at ecres.net/keynotes.html

CLICK FOR PAPER SUBMISSION

All accepted papers will be published in a special Conference Proceedings under a
specific ISBN. Besides, the extended versions will be delivered to reputable

journals indexed in SCI, E-SCI, SCOPUS, and EBSCO. You can check our previous
journal publications from ecres.net . Please note that the official journal of the event,
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PAUL G. ALLEN SCHOOL

OF COMPUTER & ENGINEERING

Invitation to present at the February 2022 Wikimedia Research Showcase

Tue, Nov 2.

2021,11:00AM ¢ €}

ak <elescak@wikimedia.org>

dcs. washington.edu v
Hi Yulia,

My name is Emily Lescak and | am a member of the Research team at the Wikimedia Foundation. On ba
topic fits into our theme for this showcase, which is gaps and biases on Wikipedia.

The Wikimedia Research Showcase is a monthly, public lecture series where Foundation, a
projects that we think our audience— a global community of academic researchers, Wi
Research Showcase presentations are generally 20 minutes long, with an additiog ite two presenters to every showcase. Most presenters choose to use slides to present their work
The February showcase takes place on the 16th at 9:15AM Pacific / 17:15 UTS B Tube and also archived for later viewing on the Wikimedia Foundation's YouTube channel
If this date does not work for you, but you are still interested in giving a showcase e can discuss other options.
1 hope to get a chance to see your work presented at the Research Showcase!
Sincerely,

Undergrad NLP 2022



E———— S ARENSIR
Language ID

AfHbl 3aMJ, TYP 30MCOH T3HM3PUNH Banansir axurnaaa xeanex 3yyp ryran aop
WMH3X3H OPCOH LacC WapXurHaH ayyrapy 6ame. LlacHbl Tyxan 60401 COHUH OM.
XOT XYP33 TUNLW LLAC OPBOA OPHO N BU3 MIC3IH X3HArTY 60401 MaaHb X646
Tana, rOBUMH 33P3M XOHAUNA, ManbiH 631433pT, ManyabiH XOTOHA Bonoxoop
CONUMAOX 3PraLYYN3H 6040X Hb XaunH. Llac xap opcoH 6on?

Beorpaga, 16. jyH 2013. roanHe — lNpeaceaHnk Bnape Penybnuke
Cpbuje Neuua Jaunh yecTuTao je Kajakalwnum 3naTHe Meaasse y
OJIMMMUJCKOj AncumnamHm K-1, 500 metapa, Kao U y ABOCTPYKO
AYXO0j CTa3n oCcBOjeHe Ha npBeHCTBY EBpone y MNMopTyrannju.

Beograd, 16. jun 2013. godine — Predsednik Vlade Republike
Srbije Ivica Dacic Cestitao je kajakasici zlatne medalje u
olimpijskoj disciplini K-1, 500 metara, kao i u dvostruko duZoj
stazi osvojene na prvenstvu Evrope u Portugaliji.

Nestrankarski Urad za vladno odgovornost ZDA je objavil eksplozivho mnenje, da je
vlada predsednika Donalda Trumpa krsila zvezno zakonodajo, ko je zadrZevala izplacilo
kongresno potrjene vojaske pomoci Ukrajini zaradi politi¢nih razlogov. Predstavniski
dom kongresa je prav zaradi tega sprozil ustavno obtozbo proti Trumpu.

Yulia Tsvetkov 5 Undergrad NLP 2022



E———— S ARENSIR
Language ID

AsiHbl 3aMA, TYP 30rCOH TIHMIPUNH Banansir axurnaas xeanex 3yyp ryran agop
LWMH3X3H OPCOH Lac WapxurHan ayyrapy 6ame. LlacHbl Tyxan 60401 COHUH OM.
pPBON OPHO N 6U3 r3C3H X3HArrYn 6040N MaaHb X646
OHANNA, ManblH 631433pT, ManuAbiH XO0TOHA 6onoxoop
6040X Hb XauuH. Llac xap opcoH 6on?

Eeorpap., 16. jyH 2013. roguHe — lNpeaceaHunk Bnage Penybnuke
eCTUTAO je Kajakawunum 3naTtHe Mejasbe y
nHu K-1, 500 meTapa, Kao U y ABOCTPYKO
¢ Ha NnpBeHCTBY EBpone y MNopTyranuju.

Beograd 16. jun 2013. godlne — Predsednik Vlade Republike
titao je kajakasici zlatne medalje u

K-1, 500 metara, kao i u dvostruko duzoj
enstvu Evrope u Portugaliji.

Nestrankarski Urad za vladno odgovornost ZDA je objavil eksplozwno mnenje, da je
: onalda Trumpa krsula zvezno zakonodajo ko je zadrZevala |szaC|Io

v zaradi tega sprozil ustavno obtozbo proti Trumpu

Yulia Tsvetkov 6 Undergrad NLP 2022



E———— S ARENSIR
Sentiment analysis

Verified Purchase (What's this?)

By John Neal First of all, for taste I would rate these a 5. So good. Soft,
true-to-taste fruit flavors like the sugar variety...I was a

This review is from: Accoutrements Horse Head Mask (Toy)
happy camper.

When I turned State's Witness, they didn't have enough

money to put me in the Witness Protection Program, so they BUT (or should I say BUTT), not long after eating about 20

bought me this mask and gave me a list of suggested places of these all hell broke Ioose'. I had a gastrointestinal

to move. Since then I've lived my life in peace and safety experience like nothing I've ever imagined. Cramps

kno.wln'g that my old identity is forever obscured by this life- sweating, bloating beyond my worst nightmare. I‘vé had

saving item. food poisoning from some bad shellfish and that was almost
like a skip in the park compared to what was going on inside

7 Undergrad NLP 2022
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Sentiment analysis

KRRRK

Yulia Tsvetkov
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Topic classification

MEDLINE Article MeSH Subject Category Hierarchy

Ale o e ¢ s <

y == =i e Antagonists and Inhibitors
USRSy e Blood Supply
TUUREERT e Chemistry
_— == > e Drug Therapy
- e Embryology
e Epidemiology
o

Yulia Tsvetkov 9 Undergrad NLP 2022



—— W DAL SALENECHOO
OF COMPUTER SCIENCE & ENGINEERING

Authorship attribution: is the author male or female?

By 1925 Vietnam was divided into three parts under French colonial rule. The
southern region embracing Saigon and the Mekong delta was the colony
Cochin-China; the central area with its imperial capital at Hue was the protectorate of

Annam.

Clara never failed to be astonished by the extraordinary felicity of her own name.
She found it hard to trust herself to the mercy of fate, which had managed over the

years to convert her greatest shame into one of the greatest assets...

S. Argamon, M. Koppel, J. Fine, A. R. Shimoni, 2003. “Gender, Genre, and Writing Style in Formal Written Texts,” Text, volume 23, number 3, pp. 321-346

Yulia Tsvetkov 10 Undergrad NLP 2022
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Fact verification: trustworthy or fake?

Yulia Tsvetkov

o0a

@O Py
% SociaL

MEeDIA
MACHINE
LEARNING
QQ;ORITHMS o
- ® COVID NEWS
v L

—~&x

Detecting COVID-19-Related Fake News Using Feature Extraction

Suleman Khan, Saqib Hakak, N. Deepa, B. Prabadevi, Kapal Dev and Silvia Trelova
11 Undergrad NLP 2022



R PAUL G ALLEN SCHOOL
Text classification

e \We might want to categorize the content of the text:
o Spam detection (binary classification: spam/not spam)

o Sentiment analysis (binary or multiway)
m  movie, restaurant, product reviews (pos/neg, or 1-5 stars)
m political argument (pro/con, or pro/con/neutral)
m Topic classification (multiway: sport/finance/travel/etc)

o Language ldentification (multiway: languages, language families)
o ...
e Or we might want to categorize the author of the text (authorship attribution)
o Human- or machine generated?
o Native language identification (e.g., to tailor language tutoring)
o Diagnosis of disease (psychiatric or cognitive impairments)
o ldentification of gender, dialect, educational background, political orientation (e.g., in forensics
[legal matters], advertising/marketing, campaigning, disinformation)

(©)

Yulia Tsvetkov 12 Undergrad NLP 2022



R PAUL G ALLEN SCHOOL
Text classification

Inputs X Predictions Y

AsiHbl 3aMA, TYP 30rCOH TIHM3PUIAH

= mon
6anansir axurnaan xeanex 3yyp

beorpaga, 16. jyH 2013. roauHe —

rus
MNpeaceaHuk Bnane Penybnuke

Beograd, 16. jun 2013. godine —

bul
Predsednik Vlade Republike Srbije

Nestrankarski Urad za vladno bul
odgovornost ZDA je objavil

Goal: create a function fthat makes a prediction y given an input x
13 Undergrad NLP 2022
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Over the next couple of days, we'll investigate:

W PAUL G. ALLEN SCHOOL

OF COMPUTER & ENGINEERING

1. How do we “digest” text into a form usable by a function?

2. What kinds of strategies might we use to create our function f?

3. How do we evaluate our function f?

Yulia Tsvetkov

14

Inputs X Predictions Y
A; A TYP 30MCOH T3 o]
6ana, axurnaaa xean yyp

wk B

Beograd, 16. jun 2013. godine —
Predsednik Vlade Republike Srbije
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Nestrankarski Urad za vladno
odgovornost ZDA je objavil

Undergrad NLP 2022



OF COMPUTER SCIENCE & ENGINEERING

How do we “digest” text into a form
usable by a function?

Yulia Tsvetkov 15 Undergrad NLP 2022



'w PAUL G. ALLEN SCHOOL

OF COMPUTER SCIENCE & ENGINEERING

Classification: features (measurements)

e Perform measurements and obtain features

4.2, 212, 34, 1332 5.2, 315, 5.7, 4567
Y VY VvV v v VY Vv v
diameter, weight, softness, color diameter, weight, softness, color

Yulia Tsvetkov 16 Undergrad NLP 2022



R VA7 PAUL G ALLEN SCHOOL
Text classification - feature extraction

What can we measure over text? Consider this movie review:

| love this movie! It's sweet, but with satirical humor. The dialogue is great, and the
adventure scenes are fun... It manages to be whimsical and romantic while laughing
at the conventions of the fairy tale genre. | would recommend it just to about anyone.
I've seen it several times, and I'm always happy to see it again whenever | have a
friend who hasn’t seen it before.

Yulia Tsvetkov 17 Undergrad NLP 2022



R VA7 PAUL G ALLEN SCHOOL
Text classification - feature extraction

What can we measure over text? Consider this movie review:

| love this movie! It's sweet, but with satirical humor. The dialogue is great, and the
adventure scenes are fun... It manages to be whimsical and romantic while laughing
at the conventions of the fairy tale genre. | would recommend it just to about anyone.
I've seen it several times, and I'm always happy to see it again whenever | have a
friend who hasn’t seen it before.

Yulia Tsvetkov 18 Undergrad NLP 2022



PAUL G. ALLEN SCHOOL

OF COMPUTER SCIENCE & ENGINEERING

Text classification - feature extraction

| love this movie! It's sweet, but with satirical humor. The dialogue is great, and the adventure scenes are fun... It manages to
be whimsical and romantic while laughing at the conventions of the fairy tale genre. | would recommend it just to about anyone.
I've seen it several times, and I'm always happy to see it again whenever | have a friend who hasn’t seen it before.

~

(almost) the entire lexicon <

Yulia Tsvetkov 19

word ‘ count relative frequency
love 10 0.0007
great
recommend
laugh
happy

several

boring

Undergrad NLP 2022
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Types of textual features

e \Words

o content words, stop-words
o punctuation? tokenization? lemmatization? lowercase?

e Word sequences
o bigrams, trigrams, n-grams
Grammatical structure, sentence parse tree
Words’ part-of-speech
Word vectors

Yulia Tsvetkov 20 Undergrad NLP 2022



E——— W7 Znaianecont
Possible representations for text

e Bag-of-Words (BOW)
o Easy, no effort required
o Variable size, ignores sentential structure

e Hand-crafted features
o Full control, can use NLP pipeline, class-specific features
o Over-specific, incomplete, makes use of NLP pipeline

e |Learned feature representations

o Can learn to contain all relevant information
o Needs to be learned

Yulia Tsvetkov 21 Undergrad NLP 2022
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Bag-of-Words (BOW)

PAUL G. ALLEN SCHOOL

OF COMPUTER SCIENCE & ENGINEERING

Given a document d (e.g., a movie review) — how to represent d ?

I love this movie! It's sweet,
but with satirical humor. The
dialogue is great and the
adventure scenes are fun...
It manages to be whimsical
and romantic while laughing
at the conventions of the
fairy tale genre. | would
recommend it to just about
anyone. I've seen it several
times, and I'm always happy
to see it again whenever |
have a friend who hasn't
seen it yet!

fairy aways love !t

W whimsical it |
seen

anyone

frieng. ppy dialogue »

recommend
BENONIR o eiliical

who movie it
> | ||V oo Be |
agalil
seen

about
whenever e
nven
wigSonventions

it
|

the

to

and

seen

yet

would
whimsical

ti

sweet

S

adventure
genre
fairy
humor
have
great

mes

atirical

P S SR R N3, )

Yulia Tsvetkov

Figure from J&M 3rd ed. draft, sec 7.1
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What kinds of strategies might we use
to create our function f?

Yulia Tsvetkov 23 Undergrad NLP 2022



R PAUL G. ALLEN SCHOOL
We'll consider alternative models for classification

e Text classification

T

e Rule-based e Probabilistic
e Generative models e Discriminative models
e Naive Bayes e Linear models e Non-linear models
o  Multinomial logistic regression o  Multilayer perceptron
(aka MaxEnt)

Yulia Tsvetkov 24 Undergrad NLP 2022



R PAUL G. ALLEN SCHOOL
We'll consider alternative models for classification

e Text classification

T

e Rule-based e Probabilistic
e Generative models e Discriminative models
e Naive Bayes e Linear models e Non-linear models
o  Multinomial logistic regression o  Multilayer perceptron
(aka MaxEnt)

Yulia Tsvetkov 25 Undergrad NLP 2022



R VA7 PAUL G ALLEN SCHOOL
Rule-based classifier

def classify sentiment(document):
for word in document:
if word in {“good”, “wonderful”, “excellent”}:
return 5
if word in {“bad”, “awful”, “terrible”}:

return 1

Yulia Tsvetkov 26 Undergrad NLP 2022



E——— W7 Znaianecont
Rule-based classification: challenges

Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected
film.

Yulia Tsvetkov 27 Undergrad NLP 2022



E——— W7 Znaianecont
Rule-based classification: challenges

Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected
film.

— hard to identify a priori which words are informative (and what information they

carry!)

Yulia Tsvetkov 28 Undergrad NLP 2022



E——— W7 Znaianecont
Rule-based classification: challenges

Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected
film.

— hard to identify a priori which words are informative (and what information they

carry!)

Sentiment: It's not life-affirming, it's vulgar, it's mean, but | liked it.

Yulia Tsvetkov 29 Undergrad NLP 2022



E——— W7 Znaianecont
Rule-based classification: challenges

Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected
film.

— hard to identify a priori which words are informative (and what information they

carry!)

Sentiment: It's not life-affirming, it's vulgar, it's mean, but | liked it.

—>word order matters, but hard to encode in rules!

Yulia Tsvetkov 30 Undergrad NLP 2022



E——— W7 Znaianecont
Rule-based classification: challenges

Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected
film.

— hard to identify a priori which words are informative (and what information they

carry!)

Sentiment: It's not life-affirming, it's vulgar, it's mean, but | liked it.
—>word order matters, but hard to encode in rules!

Language ID: All falter, stricken in kind. “‘LINGERIE SALE”

—>simple features can be misleading!
31 Undergrad NLP 2022
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Rule-based classification

But don'’t forget: if you don’t have access to data, speaker
intuition and a bit of coding get you pretty far!

Yulia Tsvetkov 32 Undergrad NLP 2022



R PAUL G. ALLEN SCHOOL
We'll consider alternative models for classification

e Text classification

T

e Rule-based e Probabilistic
e Generative models e Discriminative models
e Naive Bayes e Linear models e Non-linear models
o  Multinomial logistic regression o  Multilayer perceptron
(aka MaxEnt)

Yulia Tsvetkov 33 Undergrad NLP 2022
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Learning-based classification

Inputs X Labels Y Predictions j\)

AsiHbl 3aMA, TYP 30rCOH TIHM3PUIAH

mon
= mon
6anansir axurnaan xeanex 3yyp

beorpaga, 16. jyH 2013. roauHe —

Npeaceaxuk Bnane Penybnuke w
Beograd, 16. jun 2013. godine — srp bul

Predsednik Vlade Republike Srbije

Nestrankarski Urad za vladno il bul
odgovornost ZDA je objavil

pick the function fthat does “best” on training data

Goal: ereate-afunctionfthatmakes-a-predictHony-giveRantRpai—
Yulia Tsvetkov 34 Undergrad NLP 2022



E——— Gl
Classification: learning from data

e Supervised

o labeled examples
m Binary (true, false)
m Multi-class classification (politics, sports, gossip)
m  Multi-label classification (#party #FRIDAY #fail)

e Unsupervised

o no labeled examples
e Semi-supervised

o labeled examples + non-labeled examples
e Weakly supervised

o heuristically-labeled examples

Yulia Tsvetkov 35 Undergrad NLP 2022
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Where do datasets come from?

Human Noisy Expert Crowd
institutions labels annotation workers
Government Domain Question

: Treebanks .
proceedings names answering
Pro.duct Vinletaxt Biomedical Image
reviews corpora captions

Yulia Tsvetkov 36 Undergrad NLP 2022
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Supervised classification

‘ ‘ ‘ ‘ ‘ classification
algorithm
training

I inference

CO0O—| " | -eeee

37 Undergrad NLP 2022
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E——— W7 Znaianecont
Training, validation, and test sets

000000000 -

00000 0000 validation set
labeled data
‘. " test set

OOOO inference

unlabeled data

training

Yulia Tsvetkov 38 Undergrad NLP 2022




E———— W DR RARENN00"
Supervised classification: formal setting

e Learn a classification model from labeled data on
o properties (“features”) and their importance (“weights”)

e X: set of attributes or features {x,x,,...,x }
o e.g. fruit measurements, or word counts extracted from an input documents
e y:a‘class” label from the label set Y = {y.y,,..., y,}

o e.g., fruit type, or spam/not spam, positive/negative/neutral

Yulia Tsvetkov 39 Undergrad NLP 2022



E———— W DR RARENN00"
Supervised classification: formal setting

e |earn a classification model from labeled data on

o properties (“features”) and their importance (“weights”)
e X: set of attributes or features {x,x,, ..., x }

o e.g. fruit measurements, or word counts extracted from an input documents
e y:a‘class” label from the label set Y = {y.y,,..., y,}

o e.g., fruit type, or spam/not spam, positive/negative/neutral

e Given data samples {x, x,, ..., x_} and corresponding labels Y = {y .,y,, ...,y }

e We train a function f: x € X -y € Y (the model)

Yulia Tsvetkov 40 Undergrad NLP 2022



E———— W DR RARENN00"
Supervised classification: formal setting

e |earn a classification model from labeled data on

o properties (“features”) and their importance (“weights”)
e X: set of attributes or features {x,x,, ..., x }

o e.g. fruit measurements, or word counts extracted from an input documents
e y:a‘class” label from the label set Y = {y.y,,..., y,}

o e.g., fruit type, or spam/not spam, positive/negative/neutral

e Atinference time, apply the model on new instances to predict the label

Yulia Tsvetkov 41 Undergrad NLP 2022
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We'll consider alternative models for classification

e Supervised text classification

T

e Rule-based e Probabilistic
e Generative models e Discriminative models
e Naive Bayes e Linear models e Non-linear models
o  Multinomial logistic regression o  Multilayer perceptron
(aka MaxEnt)

Yulia Tsvetkov 42 Undergrad NLP 2022
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Generative and discriminative models

e Generative model: a model that calculates the probability of the input data itself
PX,Y)
joint

e Discriminative model: a model that calculates the probability of a latent trait
given the data

P(Y | X)

conditional

Yulia Tsvetkov 43 Undergrad NLP 2022
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Generative and discriminative models

e Generative text classification: Learn a model of the joint P(X, y), and find

§ = argmax P(X,7)
7

e Discriminative text classification: Learn a model of the conditional P(y | X), and
find

y = argmax P(y|X)
Y

Yulia Tsvetkov 44 Undergrad NLP 2022
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We'll consider alternative models for classification

e Supervised text classification

T

e Rule-based e Probabilistic
e Generative models e Discriminative models
e Naive Bayes e Linear models e Non-linear models
o  Multinomial logistic regression o  Multilayer perceptron
(aka MaxEnt)

Yulia Tsvetkov 45 Undergrad NLP 2022
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Generative text classification: naive Bayes

e Simple (naive) classification method
o based on the Bayes rule

e Relies on very simple representation of a documents
o bag-of-words, no relative order

e A good baseline for more sophisticated models

Andrew Y. Ng and Michael |. Jordan, On discriminative vs. generative classifiers: A comparison of logistic
regression and naive Bayes, Advances in Neural Information Processing Systems 14 (NIPS), 2001.

Yulia Tsvetkov 46 Undergrad NLP 2022
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Naive Bayes

Sentiment analysis: movie reviews

e Given a document d (e.g., a movie review)
e Decide which class c it belongs to: positive, negative, neutral
e Compute P(c | d) for each ¢

o P(positive | d), P(negative | d), P(neutral | d)

o select the one with max P

Yulia Tsvetkov 47 Undergrad NLP 2022
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Bag-of-Words (BOW) (I told you it'd be back soon!)

e Given a document d (e.g., a movie review) — how to represent d ?

it 6

| 5

I love this movie! It's sweet, the 4
but with satirical humor. The 'a"'i/' always loveyo !t to 3
dialogue is great and the whlmslcalamlt | and 3
adventure scenes are fun... frie seen anyone seen 2
It manages to be whimsical rﬁappy dialogue yet 1
and romantic while laughing adventure écommend would 1
at the conventions of the wnoSWweet of satincal whimsical 1
fairy tale genre. | would - it 1putto romati | - times 1
recommend it to just about ye sweet 1
anyone. I've seen it several satirical 1
times, and I'm always happy adventure 1
to see it again whenever | genre 1
have a friend who hasn't about fairy 1
seen it yet! whenever  pave while humor 1
conventions have 1

with great 1

AP  Intuition of the multinomial naive Bayes classifier applied to a movie review. The position of the
words is ignored (the bag of words assumption) and we make use of the frequency of each word.

Figure from J&M 3rd ed. draft, sec 7.1

48 Undergrad NLP 2022
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Nalve Bayes
e Given a document d and a class c, Bayes' rule:

P(d|c)P(c)
P(d)

P(c|d) =

Yulia Tsvetkov 49 Undergrad NLP 2022
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Naive Bayes

e Given a document d and a class c, Bayes' rule:

P(d|c)P(c)
P(d)

P(‘positive’|d) oc P(d| positive’) P(‘positive’)

' '

likelihood prior

P(c|d) =
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E——— W7 Znaianecont
Naive Bayes

e Given a document d and a class c, Bayes' rule:

P(cld) = - (‘1‘25 (9

(‘positive’|d) o< P(d|‘positive’) P(‘positive’)

oo

prior
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E——— W7 Znaianecont
Naive Bayes

e Given a document d and a class c, Bayes' rule:

P(d|c)P(c)
P(d)

P(‘positive’|d) oc P(d| positive’) P(‘positive’)

'

likelihood

P(c|d) =
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E—— W SAaiasionmn
Naive Bayes independence assumptions

P(wy, wo, . .., w,|c)

e Bag of Words assumption: Assume position doesn’t matter
e Conditional Independence: Assume the feature probabilities P(w, |cj ) are
independent given the class ¢

P(wyi,wa, . .., wy|c) = P(wi|c) X Plws|c) x P(ws|c) x ... x P(w,|c)
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E——
Document representation

| love this movie. It's sweet but with satirical
humor. The dialogue is great and the
adventure scenes are fun... it manages to be
whimsical and romantic while laughing at the
conventions of the fairy tale genre. | would
recommend it to just about anyone. I've seen
it several times, and I'm always happy to see
it again whenever | have a friend who hasn’t
seen it yet!

Yulia Tsvetkov 54

PAUL G. ALLEN SCHOOL

OF COMPUTER & ENGINEERING

it

|

the

to

and

seen

yet

would
whimsical

bag of words = times

(BOW)

sweet
satirical
adventure
genre
fairy
humor
have
great

Undergrad NLP 2022

R e S e I I S N S e i T \® I ¢ I ¢ I~ ¢ ) o) ]



E——
Document representation

| love this movie. It's sweet but with satirical
humor. The dialogue is great and the
adventure scenes are fun... it manages to be
whimsical and romantic while laughing at the
conventions of the fairy tale genre. | would
recommend it to just about anyone. I've seen
it several times, and I'm always happy to see
it again whenever | have a friend who hasn’t
seen it yet!

P(dIC) — P(wlﬁw% . 'v{wn|c) — Hz P(w’l|c)
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E——— W7 Znaianecont
Generative text classification: Naive Bayes

Cnp = arglgnaxP(dd) = arginaxp(%l;?dl))(c) X Bayes rule
argmaxP(d|c)P(c) = same denominator
c
argmaxP(wy,ws, ..., w,|c)P(c) = representation
arg;ax P(Cj) Hz P(wz-|c) conditional independence
”

J
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E——— W7 Znaianecont
Underflow prevention: log space

e Multiplying lots of probabilities can result in floating-point underflow

e Since log(xy) = log(x) + log(y)
o better to sum logs of probabilities instead of multiplying probabilities
e Class with highest un-normalized log probability score is still most probable

Cnp = argmax P(c;) [, P(w;i|c)

J

Cp = argmax log(P(c;)) + 5, log(P(wilc)

Cj

e Model is now just max of sum of weights
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E———— W DR RARENN00"
Learning the multinomial naive Bayes

e How do we learn (train) the NB model?

Yulia Tsvetkov 58 Undergrad NLP 2022



E———— W DR RARENN00"
Learning the multinomial naive Bayes

e How do we learn (train) the NB model?
e We learn P(c) and P(w/c) from training (labeled) data

CnB = argmax log(P(cj)) + >, log(P(w;|c))

Cjy
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R VA7 PAUL G ALLEN SCHOOL
Parameter estimation

e Parameter estimation during training
e Concatenate all documents with category ¢ into one mega-document
e Use the frequency of w. in the mega-document to estimate the word probability

CnB = argmax log(P(cj)) + >, log(P(w;|c))

Cj

count(wj, c;)

Y wey count(w, c;)

. doccount(C' = c;)

P(c;) = N, p(wi|cj) =
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R VA7 PAUL G ALLEN SCHOOL
Parameter estimation

P B count(w;, ;) e fraction of times word w. appears
(wile;) = > ey count(w, c;) among all words in documents of
topic c,

e Create mega-document for topic j by concatenating all docs in this topic
o Use frequency of w in mega-document
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R VA7 PAUL G ALLEN SCHOOL
Problem with Maximum Likelihood

e \What if we have seen no training documents with the word “fantastic” and
classified in the topic positive?
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R VA7 PAUL G ALLEN SCHOOL
Problem with Maximum Likelihood

e \What if we have seen no training documents with the word “fantastic” and
classified in the topic positive?

count(“ fantastic”,positive) 0

P(“fantastic” |c = positive) = S count(w, positive)
weV )

e Zero probabilities cannot be conditioned away, no matter the other evidence!

argmax P(c;) [, P(w;|c)

7
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E——— W7 Znaianecont
Laplace (add-1) smoothing for naive Bayes

count(w;, c;) + 1
> wey (count(w, c;) + 1)

P(wilcj) —
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E—— W SAaiasionmn
Laplace (add-1) smoothing for naive Bayes

count(w;, c;) + 1
> wey (count(w, c;) + 1)

ﬁ(wi|cj) —

count(w;, c;) + 1
(D ey (count(w, c;)) + |V
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E———— W DR RARENN00"
Multinomial naive Bayes : learning

e From training corpus, extract Vocabulary
e Calculate P(cj) terms
o Foreach cj do

m docs. < all docs with class = C.

i} P(Cj)< |docs;|

total # documents
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E———— S ARENSIR
Multinomial naive Bayes : learning

e From training corpus, extract Vocabulary

e Calculate P(cj) terms e Calculate P(w| cj) terms
o Foreach c, do o Text <— single doc containing all docs,
m docs. «<— all docs with class = C. o For each word W, in Vocabulary
s P(c)< docs, | m N <— #of occurrences of w. in Text,
] total # documents 1 1 J

n; +«

P(w.|c.) <
[ (WJ | CJ) n+ a|Vocabula’f’y|
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E———— W DR RARENN00"
Example

I 3 S =~

Training 1 Chinese Beijing Chinese
2 Chinese Chinese Shanghai C
3 Chinese Macao C
4 Tokyo Japan Chinese ]
Test 5 Chinese Chinese Chinese Tokyo Japan 7.
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R 2L E/AL 2N Elel
_m
Exa m p | e Training Chinese Beijing Chinese

1
2 Chinese Chinese Shanghai c
5 Chinese Macao ¢
4 J
S 3

}’5( _ N(. Tokyo Japan Chinese
¢ N Test Chinese Chinese Chinese Tokyo Japan
Priors:
P(c)= 3 i
. 4
PG= 7
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Example

—m_

Training

}S(C)= N, Ig(wlc)=count(w,c)+l
N count(c)+1V |
Priors:
P(c)= 3 Conditional Probabilities:
P(j)= 4 % P(Chinese|c) = (5+1)/(8+6) =
P(Tokyo|c) = (0+1)/(8+6)=
P(Japan|c) = (0+1)/(8+6)=
P(Chineselj) = (1+1)/(3+6) =
P(Tokyol|j) = (1+1)/(3+6)=
P(Japan|j) = (1+1)/(3+46)=
70

Test

'w PAUL G. ALLEN SCHOOL

1 Chinese Beijing Chinese

2 Chinese Chinese Shanghai c
3 Chinese Macao (s
4 Tokyo Japan Chinese j
5 Chinese Chinese Chinese Tokyo Japan ?

6/14 =3/7
1/14

1/14

2/9

2/9

2/9
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- AT DAULGALLEN SCHOOL
_m_
Exa m p | e Training Chinese Beijing Chinese

1
2 Chinese Chinese Shanghai c
3 Chinese Macao (s
4 J
5 ?

A A count(w,c)+1 Tokyo Japan Chinese

P(C = P(W | C) = ( ) Test Chi:ese zhinese Chinese Tokyo Japan
count(c)+1V'l

Priors:

P(c)= 3 Conditional Probabilities:

Choosing a class:

. T 1 i = = =
P(j)= P(Chinese|c) = (5+1)/(8+6)=6/14=3/7 P(c|d5) o 3/4%(3/7)°*1/14 * 1/14

b

P(Tokyo|c) = (0+1)/(8+6)=1/14 ~0.0003
P(Japan|c) = (0+1)/(8+6)=1/14

P(Chineselj) = (1+1)/(3+6) =2/9

P(Tokyolj) = (1+1)/(3+6)=2/9 P(jld5) =« 1/4* (2/9)*2/9 * 2/9
P(Japan|j) = (1+1)/(3+6)=2/9 ~0.0001
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E——— W7 Znaianecont
Summary: naive Bayes is not so naive

Naive Bayes is a probabilistic model
Nailve because is assumes features are independent of each other for a class
Very fast, low storage requirements
Robust to Irrelevant Features

o lrrelevant Features cancel each other without affecting results
Very good in domains with many equally important features

o Decision Trees suffer from fragmentation in such cases — especially if little data
Optimal if the independence assumptions hold: If assumed independence is
correct, then it is the Bayes Optimal Classifier for problem
A good dependable baseline for text classification

o But we will see other classifiers that give better accuracy
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OF COMPUTER SCIENCE & ENGINEERING

How do we evaluate our function f?
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R PAUL G ALLEN SCHOOL
Classification evaluation

e (Contingency table: model’s predictions are compared to the correct results
o a.k.a. confusion matrix

actual pos actual neg
pre;l(l)csted true positive (tp) | false positive (fp)
predicted false negative true negative (tn)
neg (fn)

\

predicted p

actual neg /
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R VA7 PAUL G ALLEN SCHOOL
Classification evaluation

e Borrowing from Information Retrieval, empirical NLP systems are usually
evaluated using the notions of precision and recall
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R VA7 PAUL G ALLEN SCHOOL
Classification evaluation

e Precision (P) is the proportion of the selected items that the system got right in

the case of text categorization

o itis the % of documents classified as “positive” by the system which are indeed
“positive” documents

e Reported per class or average

. true positives tp
precision = " o —
true positives + false positives tp +fp
\
actual neg/
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R VA7 PAUL G ALLEN SCHOOL
Classification evaluation

e Recall (R) is the proportion of actual items that the system selected in the case

of text categorization

o itis the % of the “positive” documents which were actually classified as “positive” by
the system

e Reported per class or average

true positives tp
recall = — — =
true positives + false negatives tp+fn
\
actual neg/
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R VA7 PAUL G ALLEN SCHOOL
Classification evaluation

e \We often want to trade-off precision and recall
o typically: the higher the precision the lower the recall
o can be plotted in a precision-recall curve

e Itis convenient to combine P and R into a single measure
o one possible way to do that is F measure

~ (P*+1)PR 3 _ 2PR
Fp = B?P+R for =1, F, = P+R
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R VA7 PAUL G ALLEN SCHOOL
Classification evaluation

e Additional measures of performance: accuracy and error
o accuracy is the proportion of items the system got right
o erroris its complement

tp+tn
tp+fp+tn+fn

dCCUracy =
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E——— Gl
Micro- vs. macro-averaging

If we have more than one class, how do we combine multiple performance measures
into one quantity?

e Macroaveraging
o Compute performance for each class, then average.
e Microaveraging
o Collect decisions for all classes, compute contingency table, evaluate.
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E——— W7 Znaianecont
Classification common practices

e Divide the training data into k folds (e.g., k=10)
e Repeat k times: train on k-1 folds and test on the holdout fold, cyclically
e Average over the k folds’ results
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R PAUL G ALLEN SCHOOL
K-fold cross-validation

All Data

Training data Test data

| Fold1 || Fold2 || Fold3 || Folda | Fold5 |

spitl | Foldl || Fold2 || Fold3 | Fold4 | Fold5 |

split2 | Fold1 || Fold2 || Fold3 | Fold4 | Fold5 |

Finding Parameters

Spiit3 | Fold1 | Fold2 || Fold3 | Fold4 | Folds |

Split4 | Fold1 || Fold2 || Fold3 || Fold4 | Fold5 |

Spiit5 | Fold1 || Fold2 || Fold3 || Fold4 || Fold5

Final evaluation { Test data
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K-fold cross-validation

e Metric: P/R/F1 or Accuracy
e Unseen test set

o avoid overfitting (‘tuning to the test set’)
o more conservative estimate of performance

e Cross-validation over multiple splits

m Handles sampling errors from different datasets

o Pool results over each split

o Compute pooled dev set performance

Yulia Tsvetkov
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’ All Data

| Training data ‘ |

Test data ‘

| Fold1 || Fold2 || Fold3 || Fold4 || Folds |

spiit1 | Fold1 || Fold2 || Fold3 || Fold4 | Folds |

spiit2 | Fold1 || Fold2 || Fold3 || Fold4 | Fold5 |

Spiit3 | Fold1 || Fold2 || Fold3 || Fold4 | Folds |

spiit4 | Fold1 || Fold2 || Fold3 || Fold4 | Folds |

Spiit5 | Fold1 || Fold2 || Fold3 || Fold4 || Folds |/

Finding Parameters

Final evaluation ’

Test data
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R PAUL G. ALLEN SCHOOL
Next class

e Supervised text classification

T

e Rule-based e Probabilistic
e Generative models e Discriminative models
e Naive Bayes e Linear models e Non-linear models
o  Multinomial logistic regression o  Multilayer perceptron
(aka MaxEnt)
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E——— W7 Znaianecont
Readings

e FEis?2

o JE&M Il 4

e Bo Pang, Lillian Lee, and Shivakumar Vaithyanathan. 2002. Thumbs up?
Sentiment Classification using Machine Learning Techniques. In Proceedings of
EMNLP, 2002

e Andrew Y. Ng and Michael I. Jordan, On discriminative vs. generative classifiers:
A comparison of logistic regression and naive Bayes, In Proceedings of
NeurlPS, 2001.
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