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Announcements
Computational Ethics In NLP
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https://courses.cs.washington.edu/courses/cse447/22au/

● Quiz 1: Monday Oct 10
○ 5 questions, open during lecture time, 10-min in the end of the class  
○ Materials from weeks 1 and 2 

■ Introduction to NLP, introduction to text classification, NB
■ Instructions for HW 1

● Discussions on Ed
○ Reminder about 10% bonus grade for commenting on Ed 
○ TAs will respond to your questions within 24 hours

● Office hours
○ TA OH locations have been updated on the website
○ Yulia is traveling in the rest of this week, no OHs on Friday
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Question answering
● What does “divergent” mean?

● What year was Abraham Lincoln born?

● How many states were in the United States 
that year?

● How much Chinese silk was exported to 
England in the end of the 18th century? 

● What do scientists think about the ethics of 
human cloning? 
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Machine translation
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Sentiment analysis
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Information extraction
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Sentiment analysis + information extraction
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Information extraction for disaster relief
● Translation + information 

extraction
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Hate speech detection
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Covid19 misinformation  
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https://www.washingtonpost.com/politics/2020/06/18/video-evidence-anti-black-discrimi
nation-china-over-coronavirus-fears/

Detecting COVID-19-Related Fake News Using Feature Extraction
Suleman Khan, Saqib Hakak, N. Deepa, B. Prabadevi, Kapal Dev and Silvia Trelova

https://www.washingtonpost.com/politics/2020/06/18/video-evidence-anti-black-discrimination-china-over-coronavirus-fears/
https://www.washingtonpost.com/politics/2020/06/18/video-evidence-anti-black-discrimination-china-over-coronavirus-fears/
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Computational social science
● computational social science answering questions about society given 

observational data
● example: "do movie scripts portray female or male characters with more power 

or agency?" [Sap+ 2017]
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Language change

Cultural Shift or Linguistic Drift? Comparing Two Computational Measures of Semantic Change
William L. Hamilton, J. Leskovec, Dan Jurafsky
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https://www.semanticscholar.org/paper/Cultural-Shift-or-Linguistic-Drift-Comparing-Two-of-Hamilton-Leskovec/f39cb3680b0810fb794c0b52690cb9e3e0b16ced
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● Applications
○ Machine Translation

○ Information Retrieval 

○ Question Answering

○ Dialogue Systems

○ Information Extraction

○ Summarization

○ Sentiment Analysis
○ ...

Natural Language Processing
●

● Core technologies
○ Language modelling

○ Part-of-speech tagging

○ Syntactic parsing

○ Named-entity recognition

○ Coreference resolution

○ Word sense disambiguation

○ Semantic Role Labelling
○ ...
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Symbolic and Probabilistic NLP
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Probabilistic and Connectionist NLP
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GPT-3
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AI
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Where are we now?

18



Undergrad NLP 2022Yulia Tsvetkov

https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

Chat bots
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https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html
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Where are we now? GPT-3 Turing Test
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https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html
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GPT-3 Turing Test
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https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html
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Where are we now? GPT-3 Turing Test
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https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html
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Where are we now? GPT-3 
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Where are we now? Meena → LaMDA

Towards a Human-like Open-Domain Chatbot Adiwardana et al.  arXiv preprint 2020
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Where are we now?
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AI chatbot is REMOVED from Facebook after saying she 
'despised' gay people, would 'rather die' than be disabled and 
calling the #MeToo movement 'ignorant'

● Lee Luda is a South Korean chatbot with the persona of a 20-year-old 
student 

● It has attracted more than 750,000 users since its launch last month
● But the chatbot has started using hate speech towards minorities 
● In one of the captured chat shots, Luda said she 'despised' gays and 

lesbians
● The developer has apologised over the remarks, saying they 'do not 

represent our values as a company'
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Bias in machine translation
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What can we do about this problem? We’ll discuss in NLP class!
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● Introduction
○ Overview of NLP as a field

● Modeling (ML fundamentals)
○ Text classification: linear models (perceptron, logistic regression), non-linear models (FF NNs, CNNs) 
○ Language modeling: n-gram LMs, neural LMs, RNNs
○ Representation learning: word vectors, contextualized word embeddings, Transformers

● Linguistic structure and analysis (Algorithms, linguistic fundamentals)
○ Words, morphological analysis,
○ Sequences: part of speech tagging (POS), named entity recognition (NER)
○ Syntactic parsing (phrase structure, dependencies)

● Applications (Practical end-user solutions, research)
○ Sentiment analysis, toxicity detection
○ Machine translation, summarization
○ Computational social science
○ Interpretability 
○ Fairness and bias

Syllabus 
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https://courses.cs.washington.edu/courses/cse447/22au/

https://courses.cs.washington.edu/courses/cse447/22sp/
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Learning goals
At the end of this course, you will be able to:
● Build a supervised classifier to solve problems like sentiment classification
● Build a neural network and train it using stochastic gradient descent
● Build tools for extracting linguistic knowledge from raw text, including names, and 

sentence structure
● Learn ML fundamentals for text processings (including state-of-the-art methods)
● Learn important algorithms for text processings (that are useful also in other fields)
● Learn methodological tools (training/test sets, cross-validation)  

● It's gentle (my goal is to explain everything) and broad (covering many many topics)
● Mastery independent learning, quizzes and programming homeworks
● No research project, but fun research-oriented lectures towards the end of the course 

28



Undergrad NLP 2022Yulia Tsvetkov

Linguistic Background
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What does it mean to “know” a language?
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● Language consists of many levels of structure

● Humans fluently integrate all of these in producing/understanding language

● Ideally, so would a computer!

What does an NLP system need to ‘know’?
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Levels of 
linguistic 
knowledge
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Speech, phonetics, phonology
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Orthography
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● Morphological analysis
● Tokenization
● Lemmatization

Words, morphology
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● Part-of-speech tagging

Syntax
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● Part-of-speech tagging
● Syntactic parsing

Syntax
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Semantics
● Named entity recognition
● Word sense disambiguation
● Semantic role labelling
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Discourse
● Reference resolution
● Discourse parsing
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

7. Unknown representation R 

Why is language interpretation hard?

40
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Ambiguity: word sense disambiguation
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● Ambiguity at multiple levels:
○ Word senses: bank (finance or river?)
○ Part of speech: chair (noun or verb?)
○ Syntactic structure: I can see a man with a telescope
○ Multiple: I saw her duck 

Ambiguity
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● Every language sees the world in a different way
○ For example, it could depend on cultural or historical conditions

○ Russian has very few words for colors, Japanese has hundreds

○ Multiword expressions, e.g. happy as a clam, it’s raining cats and dogs or wake up and metaphors, e.g. 

love is a journey are very different across languages

Semantic analysis
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

7. Unknown representation R 

Why is language interpretation hard?
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Scale
● ~7K languages
● Thousands of 

language varieties

45

Englishes
Africa is a continent with a very high linguistic diversity: 
there are an estimated 1.5-2K African languages from 6 language 
families. 1.33 billion people
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NLP beyond English
● ~7,000 languages 
● thousands of language varieties
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Most of the world today is multilingual 

Source: EthnologueSource: US Census Bureau
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Tokenization
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Tokenization + disambiguation
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● Quechua

Tokenization + morphological analysis
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● German

Tokenization + morphological analysis

51

Infektionsschutzmaßnahmenverordnung
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

7. Unknown representation R 

Why is language interpretation hard?
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● Non-standard language, emojis, hashtags, names

Linguistic variation
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● Suppose we train a part of speech tagger or a parser on the Wall Street Journal

● What will happen if we try to use this tagger/parser for social media??

Variation

55
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

7. Unknown representation R 

Why is language interpretation hard?
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Sparse data due to Zipf’s Law

● To illustrate, let’s look at the frequencies of different words in a large text corpus
● Assume “word” is a string of letters separated by spaces

Sparsity
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Most frequent words in the English Europarl corpus (out of 24m word tokens)

Word Counts
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But also, out of 93,638 distinct words (word types), 36,231 occur only once.

Examples:

● cornflakes, mathematicians, fuzziness, jumbling
● pseudo-rapporteur, lobby-ridden, perfunctorily,
● Lycketoft, UNCITRAL, H-0695
● policyfor, Commissioneris, 145.95, 27a

Word Counts
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Order words by frequency. What is the frequency of nth ranked word?

Plotting word frequencies
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Implications

● Regardless of how large our corpus is, there will be a lot of infrequent (and 
zero-frequency!) words

● This means we need to find clever ways to estimate probabilities for things we 
have rarely or never seen

Zipf’s Law
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

7. Unknown representation R 

Why is language interpretation hard?
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Not only can one form have different meanings (ambiguity) but the same meaning 
can be expressed with different forms:

She gave the book to Tom         vs.        She gave Tom the book

Some kids popped by                vs.        A few children visited

Is that window still open?          vs.        Please close the window

Expressivity
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

7. Unknown representation R 

Why is language interpretation hard?
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Unmodeled variables

“Drink this milk”

66

World knowledge
● I dropped the glass on the floor and it broke
● I dropped the hammer on the glass and it broke
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

7. Unknown representation R 

Why is language interpretation hard?
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● Very difficult to capture what is R , since we don’t even know how to represent 
the knowledge a human has/needs: 
○ What is the “meaning” of a word or sentence? 
○ How to model context? 
○ Other general knowledge?

Unknown representation
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● How can we model ambiguity and choose the correct analysis in context?
○ non-probabilistic methods (FSMs for morphology, CKY parsers for syntax) return all possible 

analyses.
○ probabilistic models (HMMs for part-of-speech tagging, PCFGs for syntax) and algorithms 

(Viterbi, probabilistic CKY) return the best possible analysis, i.e., the most probable one 
according to the model

○ Neural networks, pretrained language models now provide end-to-end solutions 

● But the “best” analysis is only good if our probabilities are accurate. Where do 
they come from?

Dealing with ambiguity
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● A corpus is a collection of text
○ Often annotated in some way
○ Sometimes just lots of text

● Examples
○ Penn Treebank: 1M words of parsed WSJ
○ Canadian Hansards: 10M+ words of aligned French / English sentences
○ Yelp reviews
○ The Web: billions of words of who knows what

Corpora

70

AI
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● Sensitivity to a wide range of phenomena and constraints in human language
● Generality across languages, modalities, genres, styles
● Strong formal guarantees (e.g., convergence, statistical efficiency, consistency)
● High accuracy when judged against expert annotations or test data
● Ethical

Desiderata for NLP models
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● To be successful, a machine learner needs bias/assumptions; for NLP, that 
might be linguistic theory/representations.

● Symbolic, probabilistic, and connectionist ML have all seen NLP as a source of 
inspiring applications.

NLP ≟ Machine Learning
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What is nearby NLP?
● Computational Linguistics

○ Using computational methods to learn more about how language works
○ We end up doing this and using it

● Cognitive Science
○ Figuring out how the human brain works
○ Includes the bits that do language
○ Humans: the only working NLP prototype!

● Speech Processing
○ Mapping audio signals to text
○ Traditionally separate from NLP, converging?
○ Two components: acoustic models and language models
○ Language models in the domain of stat NLP
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Next class
● Classification

Questions?
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