
446 Section 4 ← (3 - η(-1))
TA: Sankar Harilal



Plans for today!

1. Reminders
2. Train/Val/Test Review
3. Gradient Descent
4. Generalized Least Squares
5. Importance of Regularization in Least Squares
6. Ridge/LASSO (if time)



Reminders

● HW1 was due yesterday
○ Remember that you have 5 late days!

● HW2 was released yesterday; due Wednesday, Feb 11

Some tips:

- Use office hours to your advantage
- Student TA OH for homework questions
- Professor OH for conceptual questions

- Skim the homeworks the day they are assigned and try one problem
- Motivates you to get things done on time, starting an untouched assignment can be daunting

- Keep a tab open with the lecture slides while you do the homework for 
reference



Train/val/test



What do you never ever ever ever ever ever ever ever ever do?

Train/tune your model on your test set!

Training 
parameters

Choosing 
hyperparameters

Easy to 
remember… Easy-ish to 

remember…

Preprocessing, small 
changes, etc…

Hard to 
remember

Very sinister!



Easiest way to combat this?

Data

Data Test

Data

Test
Only touch this until 
everything is done

Then you 
can free 
him



Bonus Questions:

Q: If you have N data points, what choice of k for k-fold validation would give you 
the same train/val splits as LOOCV?

A: N

Q: How would you get the most “pessimistic” estimate on your validation set?

A: Only train on 1 example and validate on the rest



Problems 1.1, 1.2

You are given blocks of 
code, and something is 
wrong/not totally right 
with how they deal with 
the data.

Identify them and 
propose solutions!



mu is calculated from the 
entire data (train + test), 
intertwining them!

This is bad!

Correct procedure:
- Split into train and test
- Compute the mean of 

the train data (μtrain)
- De-mean both train and 

test data using μtrain



The final model is trained on 
BOTH the training and 
validation sets.

This is… eh…

Your hyperparameters 
selected on just the train data 
may not hold for train + val:

- More data is good but you 
should ensure that the 
hyperparameters you tuned 
do not depend on the 
number of elements.

- Tradeoff between more data 
and better test error 
estimate



Gradient Descent



Gradient Descent

Purpose of this exercise: 
Understanding how 
gradient descent relates 
to approximations, and 
why it works.



Question 2a



Question 2a



Fancy way of saying f’(w0)

(Derivative of f(w) at w0)

Hint: Plug in here

Question 2b



← Given

Question 2b

plug in here



Remember: 
We want to 
minimize this

Hint: Why 
would this be 
good?

Question 2c



In English: The loss function after a weight 
update will always evaluate to be smaller than 
before the weight update

- If the step size is small enough
- If the approximation is good enough

Question 2c



Question 2d

Hint: how could 
we generalize this 
equation from part 
b?



Convergence 
guarantees iff 
convex!

Question 2d



Generalized Least 
Squares



Least Squares Proof(s)

Has shown up…

● In lecture (Lecture 2)
● On your homework 

(A5 Ridge 
Regression proof)

● And now here!

You can look at the 
generalized proof in your 
own time.

Should look familiar…



Question 3.2a



Question 3.2b



Importance of 
Regularization in 
Least Squares



Question 3.2c



3.2c setup

Let’s do a linear algebra 
refresher so that we can show off 
an interesting and actually useful 
result about the utility of 
regularization!







Visualized
- If X has a non-empty null space, 

matrix XTX has an eigenvalue of 
0. This corresponds to a “flat 
valley” – no unique solution

- By adding I, we shift all the 
eigenvalues, moving it into a 
“stable bowl”





L2 norm





Question 3.2c



Ridge vs. LASSO







Questions/Chat Time!


