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Plans for today! Today’s section is 
going to be super 
math heavy…

It’s okay if not everything 
makes sense right away! 

Our goal is to develop 
intuition for the math :)

1. This
2. Matrix Vector Proof
3. Vector Calculus
4. Approximations
5. Problem 1.2



Plans for today!
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Reminders
● HW1 due Wed, Jan 28



Aside (quick matrix proof)



Derivative



What is a derivative?



What is a second derivative?



Find the derivatives along different directions in this 
graph

but how?



Calculate fx(x, y)

Treat y as a constant and take the partial derivative wrt to x



Calculate fy(x, y)

Treat x as a constant and take the partial derivative wrt to y



Gradient



What is the gradient?

Let f be a scalar-valued multivariable function f(x, y, …)

The gradient of f is the collection of f’s partial derivatives in a vector:



Gradient in multiple dimensions

The gradient vector of a function of several variables at any 
point denotes the direction of maximum rate of change



Calculating the gradient

Input:

Function:



Calculating the gradient

Input:

Function:

=

Take the partial derivative n times:



Vocab



How to calculate the gradient



Jacobian



From Gradient → Jacobian

these are the same values as the gradient!

if we generalize this function to more dimensions…



From Gradient → Jacobian



Interpreting the Jacobian

How do we interpret the jacobian matrix?

This matrix gives tells us how the outputs will change when we 
vary the value of xi

For example, if we increase x1, how is g(x) affected?



Hessian



What is the Hessian?

The hessian matrix of a multivariable function f organizes all 
second partial derivatives into a matrix



What is the Hessian?

The matrix can be evaluated at some point (                ) in the domain of f



Developing Intuition
We started with a function f that takes n inputs (a vector) → gives you 1 output
● This could be the loss value 

We take the derivative (gradient) of this scalar function → get a vector of size n
● This vector tells you the slope in every direction 



Developing Intuition

What happens if we differentiate the gradient itself?

● We can’t take the gradient of a vector → vector function
● We have to use the jacobian!
● Therefore, the Hessian Matrix is the Jacobian Matrix of the 

Gradient Vector.

We started with a function f that takes n inputs (a vector) → gives you 1 output
● This could be the loss value 

We take the derivative (gradient) of this scalar function → get a vector of size n
● This vector tells you the slope in every direction 



Problems 1.2 a-b

Solve them! Ask for 
help if you are stuck. 
Look at section 1.1 for 
help remembering 
how these gradients, 
Jacobians, and 
Hessians compute.



Answers

Equivalent



Approximations



Linear Approximation

The derivative of f(x) at 
some (x,y) can be used 
to linearly approximate 
f(x ± ε) 

Where ε is very tiny!

This extends to multivariate 
functions… proof in your notes Bad approximation

Good 
approximation



Linear 
Approximation

For a “many-to-one” 
function, the gradient 
gives us a vector we can 
use to linearly 
approximate a small area 
around some x

What about a 
“many-to-many” function?

?? ? ?
?



Problem 1.2 c

Remember that the 
Jacobian is just the 
gradient of a 
“many-to-many” 
function.

Also remember: For a 
“many-to-one” function, the 
gradient gives us a vector we 
can use to linearly 
approximate a small area 
around some x



Answer



Problem 1.2 d





Answer!

So what is 
the second 

order 
derivative?

2nd order Taylor 
expansion around x 

generalized to vectors



Problem 1.2 g 
(IMPORTANT!)



Answer

Intuition used here will be useful on the exam


