
446 Section L-2 Norm
TA: Yufei Zhang



Plans for today!

1. This
2. Reminders
3. Problems

a. P1 a
b. Review Linear Regression
c. P1 b
d. P2 (if time)



Reminders

● HW1 due Wed, Jan 28

Some tips:

- Use office hours to your advantage
- Student TA OH for homework questions
- Professor OH for conceptual questions

- Skim the homeworks the day they are assigned and try one problem
- Motivates you to get things done on time, starting an untouched assignment can be daunting

- Keep a tab open with the lecture slides while you do the homework for 
reference



Problem 1



Problem 1a



Problem 1a

Linear model with noise: 

● xi : features
● w : weights  
● vi : noise



Problem 1a

Linear model with noise: 

● xi : features
● w : weights  
● vi : noise

Noise (vi) is i.i.d from the 
Gaussian Distribution:



Then:

       ie. the probability of observing the data

Problem 1a

Linear model with noise: 

    Rewrite as:

We will use MLE to maximize the likelihood of 
seeing the data by finding 

Noise has density p(v):



simplify

& 

substitute



simplify

& 

substitute



simplify

& 

substitute



simplify

& 
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simplify

& 

substitute

remove scalar offset

remove positive scaling



simplify

& 

substitute

remove scalar offset

remove positive scaling

max likelihood = min –(likelihood)



simplify

& 

substitute

remove scalar offset

remove positive scaling

yay!!



simplify

& 

substitute

remove scalar offset

remove positive scaling

now let’s solve for the 
closed form!



MLE → Linear Regression Closed Form

We got here 
from MLE!



MLE → Linear Regression Closed Form

We got here 
from MLE!

Let’s complete the 
proof



MLE → Linear Regression Closed Form



MLE → Linear Regression Closed Form

I would try and understand this well! It’s really cool.

This is mostly in summation form until the very end. The lecture notes have it in 
matrix form. Look and study the one that makes most sense to you.



Problem 1b: Try it!

Linear model:

Noise (vi) is i.i.d from the 
Laplacian Distribution

So:

We wish to maximize:



Let’s look at the steps before considering the distribution:

What do we plug in 
here?





Cool Connection

Visual similarities exist 
between the L1 norm vs. the 
Laplacian, and the L2 norm 
vs. the Gaussian

Using Laplacian (sharp) as noise results in the 
L1 norm (sharp) in the optimization equation

Using Gaussian (smooth) as noise results in 
the l2 norm (smooth) in the optimization 
equation



Problem 2



What is the difference?

Standardization Normalization

Not the same!



When do we use which?







2.1 and 2.2 will be important in HW1!



Questions/Chat Time!


