CSE 446 Spring 2024 Final Exam

June 5, 2024

Name UW NetID

Please wait to open the exam until you are instructed to begin, and please take out your Husky
Card and have it accessible when you turn in your exam.

Instructions: This exam consists of a set of short questions (multiple choice, short answer).

Each question is worth 1 point unless noted otherwise.

For each multiple-choice question, clearly indicate your answer by filling in the letter(s) asso-
ciated with your choice.

Multiple choice questions marked with should only be marked with one answer.

All other multiple choice questions are marked | Select All |, in which case they are “select all
that apply” and any number of answers may be selected (including none, one, or more).

For each short answer question, please write your answer in the provided space.

If you need to change an answer or run out of space, please very clearly indicate what your
final answer is and what you would like graded. Responses where we cannot determine the
selected option will be marked as incorrect.

Please remain in your seats for the last 10 minutes of the exam. If you complete the exam
before the last 10 minutes, you may turn in your exam and note sheet by handing them to a
TA.



1. Let L;(w) be the loss of parameter w corresponding to a sample point X;

with label y;. The update rule for stochastic gradient descent with step size 7 is
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2. Suppose data x1, ..., 2z, is drawn from an exponential distribution exp(\)

with PDF p(z|\) = Aexp(—Az). Find the maximum likelihood for A 7
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3. Aman and Ed built a model on their data with two regularization hyper-

parameters A and . They have 4 good candidate values for A and 3 possible values
for «, and they are wondering which A, pair will be the best choice. If they were to
perform five-fold cross-validation, how many validation errors would they need to calcu-
late?
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4. Which of the following is most indicative of a model overfit-

ting?

Low bias, low variance.
Low bias, high variance.

High bias, low variance.
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5. | One Answer | In k-fold cross-validation, what is the primary advantage of setting k to a
higher value (e.g., k=10) compared to a lower value (e.g., k=2)?

It increases the accuracy of the model on unseen data.
It provides a more reliable estimate of model performance.

It reduces computational time.

EEEG®

It eliminates the need for a separate test set.

&

One Answer | Two realtors are creating machine learning models to predict house costs
based on house traits (i.e. house size, neighborhood, school district, etc.) trained on
the same set of houses, using the same model hyperparameters. Realtor A includes 30
different housing traits in their model. Realtor B includes 5 traits in their model. Which
of the following outcomes is most likely?

@ Realtor B’s model has higher variance and lower bias than Realtor A’s model.
Realtor A’s model has higher variance than Realtor B’s model and without addi-

tional information, we cannot know which model has a higher bias.
@ Realtor A’s model has higher variance and lower bias than Realtor B’s model.

Realtor A’s model has higher variance and higher bias than Realtor B’s model.

7. | Select All |Suppose we have N data points 1, zg, ...,z that z; € R?. Define X € R**¢
such that X, ; = (z;);, T = + Zfil z;, and 1y = (1,1,...,1)T € RY. Which of the
following are true about principal components analysis (PCA)?

The principal components are eigenvectors of the centered data matrix X — 15z .
The principal components are right singular vectors of the centered data matrix.

@ The principal components are eigenvectors of the sample covariance matrix
N - _
>zt (@i — @) (@i — z)".
Applying a rigid rotation matrix Q (i.e., QQT = Q'Q = I) to X will not change

the principal components’ directions.
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8. | Select All [ In the context of singular value decomposition (SVD) A = ULV T, which of

the following statements are correct?
@ The columns of U are called left singular vectors and form an orthonormal basis for

the range of A, while the columns of V are called right singular vectors and form
an orthonormal basis for the range of AT.

For any A that is real and symmetric, we have U = V.

@ For a square matrix A, the singular values of A are the absolute values of the
eigenvalues of A.

@ Singular values are always non-negative real numbers.

9. | Select All | Which of the following statements about matrix completion are correct?

It may not perform well when the real-world data is not inherently low-rank or
when the pattern of missing observations is not random.
The purpose of matrix completion is to estimate missing entries in a partially

observed matrix.
Matrix completion is only applicable for square matrices.

7

2

10. Consider the feature map ¢ : R? — R* defined as ¢ (Bﬁ) = xx;
2 172
o1

What is the corresponding kernel function K for ¢?
K:R2xR2 5 Rand K(x,x') = (xTx)2.
K:RxR—Rand K(z,2') = 2* + 2" + 22222,

@ K :R?xR? - Rand K(x,x') =x"x.

K:RxR—Rand K(z,2') = 2% + 22,



11. In the context of kernel methods, what does the “kernel trick” refer to?

Adding an extra kernel layer to the end of a neural network.
A technique for explicitly computing the coordinates in a high-dimensional space.

A method for computing the inner products in a high-dimensional feature space
without explicitly mapping data to that space.
@ A technique for speeding up the convergence of gradient descent.

12. When using a kernel method to solve a regression problem with training set

{(x1,y:)}"_, and x; € R?, we first prove that there exists an o € R” such that the weight
vector w = > 1| a;p(x;), where ¢ : R? — RP is a feature map transforming x; into a
very high dimensional space RP with p > d. Then, solving the problem is equivalent to
finding & = argmin,, Y7 (yi — 5y @ K (x1,%3))2 + A0 30 asa K (xi,x;5). After
we computed the value of &, given an input x’ € R? in the test set, how can we make the
prediction?
@ Because w = Y. | a;¢(xi), we can compute the value of W, and then applying
g=w'x".
Because § = w'x’' = )", a;x; ' X/, we can compute the values of x; " x" and then
get the value of g.
Because §j = W' ¢(x') = Y1, aud(xi) T p(x) = D1, i K (x3,%'), we can compute
the values of K(x;,x’) and then get the value of §.

@ Because w = Y| a;f(xi), we can compute the value of W, and then applying
§=wlo(x).
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13. Consider the following neural network with weights shown in the image below. Every
hidden neuron uses the ReLU activation function, and there is no activation function on
the output neuron. Assume there are no bias terms. What is the output of this network
with the input z = (3,2)?

Answer:

14. How many parameters does the neural network shown in the previous problem have?
Answer:
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15.

16.

17.

Which of the following defines the correct ordering of steps needed to

perform backpropagation in PyTorch?
(1) compute loss, (2) compute gradients, (3) take step, (4) zero the gradient buffers

1) compute loss, (2) zero the gradient buffers, (3) compute gradients, (4) take step

@EE®

)
(1)
(1) compute loss, (2) take step, (3) zero the gradient buffers, (4) compute gradients
(1)

1) zero the gradient buffers, (2) compute gradients, (3) take step, (4) compute loss

Consider a convolutional neural network (CNN) layer with the following parameters:

« Input image size: 3 x 32 x 32 (channels, height, width)

e Number of filters: 16

o filter size: 3 x 3

e Stride: 1

o Padding: 1
What will be the shape of the output after applying this convolutional layer (in the
order of channels, height, width)?

Answer:

Which of the following best describes the purpose of pooling layers in a

convolutional neural network (CNN)?

@ To increase the resolution of the feature maps.

@ To reduce the spatial dimensions of the feature maps, thereby reducing the com-
putational load and the number of parameters.

@ To convert the feature maps into a fully connected layer.
To normalize the feature maps by scaling them to a fixed range.
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18. Given the following setup in a simple recurrent neural network (RNN):
Input at time t:
The RNN has one hidden layer with the following parameters:
o Input to hidden state weights: W
e Hidden state to hidden state weights: Why,
» Hidden state to output weights: W,
e Bias for the hidden state: by,
 Bias for the output: b,
The activation function for the hidden state is ReLLU.

Given the following parameter values:
0.5 0.1 0.6 04 10 0.1 1
Wan = {0.3 0.2} » Wi = [0.2 0.5} » Wiy = {0 1} = [0.2} 0 b= {0]

Calculate the hidden state hi after processing the first input z; = [(1)} Assume the

initial hidden state hg is a zero vector.

Answer:

19. Which of the following statements about the k-means clustering algorithm
is true?

It guarantees convergence to the global optimum.
@ It is robust against the initialization of cluster means.

It may converge to a local optimum depending on the initial placement of cluster
means.

20. Why might a Gaussian Mixture Model (GMM) be preferred over K-means

in cases where the data contains mixed or overlapping clusters?
@ GMM exclusively uses hard assignments which are better for mixed clusters.

GMM utilizes soft assignments, allowing points to belong to multiple clusters with
varying probabilities.

GMM always converges faster than k-means.
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21. In k-means clustering, the algorithm is executed several times on the same

dataset, each time with a fresh random initialization of cluster centers and the same num-
ber of clusters. If these multiple runs yield widely varying cluster outcomes, what might
this suggest about the algorithm’s sensitivity to initial conditions?

The choice of k is optimal.
@ The dataset is perfectly clustered.
The initialization of centers might be influencing the results.

@ The algorithm is not suitable for clustering.

22. Consider an LSTM (Long Short-Term Memory) network with the following

characteristics: a forget gate, an input gate, a memory cell, and an output gate. Which of
the following statements correctly describes the function of the forget gate in an LSTM?

1 0 — > <<

Neural Network Pointwise Vector

Layer Operation Transfer Ll Copy

The forget gate decides which information should be discarded from the cell state.
The forget gate calculates the output of the current position at each time step.

The forget gate extracts useful information from the input to update memory.

The forget gate calculates the next hidden state based on the current input.

EEE®
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23. In the context of neural machine translation, which key benefit does the

attention mechanism provide over the standard RNN models?

@ It significantly reduces the computational complexity of the model.
It uses convolutional layers to handle long-term dependencies.

It relies entirely on recurrent layers for processing sequences.

@@

It solves the bottleneck problem and long-term dependency issues by focusing on

specific parts of the input sequence.

24. What is the main purpose of using positional encoding in the Transformer

architecture?
It introduces non-linearity in the model.

It helps in maintaining long-term dependencies.
It provides information about the order of the input sequence.

It reduces the computational complexity.

B
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