CSE 446/546 Spring 2023 Final Exam

June 7, 2023

Please WAIT to open the exam until you are instructed to begin. You can write your name on this
page.

Please write your name and NetID on your notes page (if you have one).

Please take out your Husky Card and have it accessible when you turn in your exam.

Instructions: This exam consists of a set of short questions (True/False, multiple choice, short
answer).

o Write your name and NetID (<netid>@uw.edu) in the provided spaces on every page of the
exam.

o For each multiple choice and True/False question, clearly indicate your answer by filling in
the letter(s) associated with your choice.

e For each short answer question, please write your answer in the provided space.

e If you need to change an answer or run out of space, please very clearly indicate what your
final answer is and what you would like graded. Responses where we cannot determine the
selected option will be marked as incorrect.

e Please remain in your seats for the last 10 minutes of the exam. If you complete the exam
before the last 10 minutes, you may turn in your exam and note sheet by handing them to a
TA.
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1. If we have n data points and d features, we store nd values in total. We can use principal
component analysis to store an approximate version of this dataset in fewer values
overall. If we use the first g principal components of this data, how many values do we
need to approximate the original demeaned dataset? Justify your answer.

Answer:

Explanation: The answer is qd + gn. The first term is due to the fact that we store ¢ principal components
each in R®. We also store g coefficients for each of the principal components for each of the n data points.
Justification must be correct and must match answer to receive credit.

2. Suppose we have a multilayer perceptron (MLP) model with 17 neurons in the input
layer, 25 neurons in the hidden layer and 10 neuron in the output layer. What is the
size of the weight matrix between the hidden layer and output layer?

25 x 17
10 x 25
25 x 10

17 x 10

EEEE

Correct answers: (b), (c)

Explanation: Both options b and ¢ were accepted for this problem.

3. Recall that a kernel function K(x,z’) is a metric of the similarity between two input
feature vectors x and . In order to be a valid kernel function, K (z,2’) = ¢(z)T ¢ (')
for some arbitrary feature mapping function ¢(x). Which of the following is not a valid
kernel function for input features x,z’ € R??

(@T')?
3Ty’
T,/

T

All of the above are valid

EEEE

Correct answers: (d)

Explanation: The answer is (D).
Note that x,z’ € R? for this problem.
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)2

For (A), (2T2')? = (z12] + z22h)? = 2322 + 2z12) 2ozl + 222 = [23, V22129, 23] |:\/§z/’%a:/2:| =
T2

¢(2)" p(a").

For (B), 3272’ = (v/32)T(v32') = ¢(2) T p(z'), where ¢(z) = v/3z.

For (C), ¢(z) = =.

Since all are valid, the answer is (D).

4. Consider the following figure. Which shape is not convex?

O LC

I. II. I1I. IV.

5. What is the typical effect of increasing the penalty (A) in the ridge regression loss
function? Select all that apply.

It increases the bias of the model.

It decreases the bias of the model.

@ It increases the variance of the model.

It decreases the variance of the model.

Correct answers: (a), (d)
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6. Suppose we are performing linear regression using a non-linear basis expansion ®. Which
of the following statements is true about the learned predictor?

@ It is a linear function of the inputs and a linear function of the weights.
It is a linear function of the inputs and a non-linear function of the weights.
It is a non-linear function of the inputs and a linear function of the weights.

@ It is a non-linear function of the inputs and a non-linear function of the weights.

Correct answers: (c)

7. Which of the following is true about the k-nearest neighbors (KNN) algorithm?

@ It is a parametric model.
It learns a nonlinear decision boundary between classes.
@ It requires a separate training phase and testing phase for prediction.

It typically requires longer training compared to other ML algorithms.

Correct answers: (b)

8. Which of the following statements about the first principal component is true?

@ If we add Gaussian noise to a feature in the input matrix X, the first principal
component remains unchanged.

@ The first principal component is equivalent to the eigenvector corresponding to the
largest eigenvalue of the input matrix X.
The first principal component is the vector direction which maximizes the variance
of the input.

@ The first principal component corresponds to the most influential feature for pre-

diction.

Correct answers: (c)
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9. Leave-one-out cross-validation (LOOCYV) is a special case of k-fold cross-validation where:

The training set contains all but one sample, and the remaining sample is used for
testing.

@ The training set contains only one sample, and the remaining sample is used for
testing.
The training set contains exactly one sample from each class, and the remaining
samples are used for testing.
The training set contains one sample from each fold, and the remaining folds are
used for testing.

Correct answers: (a)

10. Which of the following statements accurately compare or contrast bootstrapping and
cross-validation? Select all that apply.

@ Bootstrapping and cross-validation both train models on subsets of the training
data.
In cross-validation, there is no overlap between the subsets each model trains on.

Bootstrapping and cross-validation are both methods to estimate prediction error.

@ In bootstrapping, each model is trained on the same number of data points as the
original training set, unlike cross-validation.
In cross-validation, each learned model is evaluated on non-overlapping subsections
of the original training set, unlike bootstrapping.

Correct answers: (a), (c), (d), (e)

Explanation: The answer is (A), (C), (D), (E).
(B) is not true for k-fold cross validation for any k& > 2.

11. Which of the following are true about a twice-differentiable function f : R¢ — R? Select
all that apply.

f is convex if f(Az + Ay) < Af(x) + Af(y) for all z,y in the domain of f and
A€ [0,1].

f is convex if V2 f(x) = 0 for all x in the domain of f.

@ f is convex if the set {(z,t) € R4*!: f(x) <t} is convex.

Correct answers: (b), (c)
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12. Which of the following statements explain why random forests are preferable to individ-
ual decision trees? Select all that apply.

@ Random forests reduce overfitting by aggregating predictions from multiple trees.

Random forests reduce overfitting by having each tree in the forest use a subset of

all the data features.
Random forests can handle a larger number of features compared to individual

decision trees.
Random forests provide better interpretability and understanding of the underlying

relationships in the data than individual decision trees.

Correct answers: (a), (b)

13. Let Pxy represent the distribution of (z;,y;) samples in our training dataset,
where z; € R? and y; € {0,1}. Suppose Px is supported everywhere in R? and
P(Y =1 | X = z) is smooth everywhere. Which of the following statements is true
about 1-nearest neighbor classification as the number of training samples n — co?

@ The error of 1-NN classification approaches infinity.
The error of 1-NN classification is at most twice the Bayes error rate.
@ The error of 1-NN classification is at most the Bayes error rate.

The error of 1-NN classification approaches zero.

Correct answers: (b)

14. Which of the following is true about Pooling layers in convolutional neural networks
(CNNs)? Select all that apply.

A 2 x 2 pooling layer has 4 parameters.
Pooling layers never change the height and width of the output image.
For a max-pooling layer, the gradients w.r.t. some inputs will always be zero.

Pooling layers do not change the depth of the output image.

90006

Correct answers: (c), (d)

Page 7



Name: NetID: Page 8

15. Which of the following statements about SVMs are true? Select all that apply.

@ SVMs are only applicable to binary classification problems.
SVMs cannot be applied to non-linearly separable data.
SVMs are a form of supervised learning.

@ SVMs are primarily used for regression tasks.

Correct answers: (a), (c)

16. In Gaussian mixture models (GMMs), which of the following statements is false?

GMDMs assume that the data points within each component follow a Gaussian dis-
tribution.
GMDMs can be used for clustering.

The number of components in a GMM must be equal to the number of features in
the dataset.

Correct answers: (c)

17. True/False: If X is a matrix in R"*™_ X T X is always invertible.

True

False

Correct answers: (b)

Page 8



Name: NetID: Page 9

18. Note: This question was thrown out during the exam in Spring 2023. Consider the
dataset pictured below. The features of each datapoint are given by its position. So the
datapoint (0,1) appears at position (0,1). The ground truth label of the datapoint is
given by its shape, either a circle or square. You have a test set of datapoints, shown
with no fill, and a train set of data, shown with a grey fill.

I

Train

A
\ 4

'a v

True/False: KNN with K = 1 has higher train accuracy than with K = 4.

True

False

Correct answers: (a)

Explanation: (This question was thrown out during the Spring 2023 exam.)

19. True/False: Consider the dataset from the previous problem. KNN with K = 1 has
higher test accuracy than with K = 4.

@ True
False

Correct answers: (b)
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20. Suppose you are training neural networks on 100 x 100 images to predict 5 classes.
Neural network A consists of a single linear layer followed by a softmax output activation.
Neural network B consists of a sequence of layers with dimensions 128, 512, and 32,
respectively, followed by a softmax output activation. Assuming that both neural
networks are trained using an identical procedure (e.g. batch size, learning rate, epochs,
etc), and neither contains hidden activations, what can you generally expect about the
relative performance of A and B on the test data?

@ A will outperform B

B will outperform A

A and B will perform roughly the same.

Correct answers: (c)

Explanation: NN B has no hidden activations, thus making it virtually identical to A.

21. Recall that the probability of seeing data D from a Gaussian distribution is

1 n _(ﬂ%—t)2
P(Dlp,o0) = (—=)"1l;_ e 52 . Consider the Maximum Likelihood Estima-
oV2w -

tors fiy g and o2 MmLE from this distribution. Which of the following are true? Select
all that apply.

[ pE is dependent on o2y g
o2y g is dependent on fiy g

e is a biased estimator

02y LE is a biased estimator

@G

Correct answers: (b), (d)

22. True/False: The bootstrap method samples a dataset with replacement.

True

False

Correct answers: (a)
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23. What does the PyTorch optimizer’s step() function do when training neural networks?

@ Adjust the network’s weights based on the gradients

Randomly initializing the network’s weights.

Sets all the network’s gradients to zero to prepare it for backpropagation

@ Compute the gradients of the network based on the error between predicted and

actual outputs.

Correct answers: (a)

24. Below is a simple computation graph with inputs x and y with an initial computation of
z = xy before the unknown path to final loss L. A forward propagation pass has been
completed with values = 3 and y = 4, and the upstream gradient is given as L/Jz = 5.
Complete the backpropagation pass by filling in the scalar answers to boxes dL/0x and

OL/0y.
3
X
dL/dx = ~ z=12 )
Y 4 dL/dz = 5
dL/dy =

Explanation: 0L/0xz = 20 and OL/0y = 15
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25.

26.

27.

What are two possible ways you could reduce overfitting in a neural network?

Answer:

Explanation: Answers could include:
Training on more data (or augmenting your dataset to artificially expand it)
Applying regularization
Using dropout layers (which zero out random features)
Decreasing model complexity by removing layers or changing layer sizes

True/False: Suppose you set up and train a neural network on a classification task and
converge to a final loss value. Keeping everything in the training process the exact same
(e.g. learning rate, optimizer, epochs). It is possible to reach a lower loss value by ONLY
changing the network initialization.

@ True
False

Correct answers: (a)

Explanation: Yes, changing the initialization of a Neural Network can result in lower loss. This is because Neural
Networks are non-convex, meaning that a change in initialization may converge better local minimum with
lower loss.

Why should we not use ridge regression to select features by setting a threshold on
coefficient magnitude and only consider features with coefficient magnitude larger than
the threshold as important features?

Answer:

Explanation: Selecting features based on their coefficient magnitudes alone can lead to ignoring multicollinearity.
Some features may have small coefficient magnitudes because they are highly correlated with other features,
but removing them from the model can lead to worse performance.
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28. 4 Deep Neural Network models are trained on a classification task, and below are the

plots of their losses:

DenseNet-121 Loss

VGG19 Loss
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Based on these plots, which model is overfitting?

DenseNet-121
VGG19
InceptionV3

EfficientNetv2

9000

Correct answers: (b)
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29. True/False: For k-means clustering, the number of clusters k should be that which
minimizes the loss function.

True
False

Correct answers: (b)

30. We have a convolutional neural network that takes in input of images with dimensions
(3,128,128). The first convolutional layer (depicted below) has 32 filters each of size
(3,3,3) and uses a stride of 2 and padding of 1. One of these filters is shown in the
diagram at a specific region of the input as well as the corresponding region of the
output. After applying this convolutional layer, what must be the value of a, b, and ¢?
Note that the diagram is not drawn to scale.
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Correct answers: (a)

Explanation: The depth of the output of applying one kernel on the input image is 1. We can compute the
width and height of the output image with the formula o = L%J +1= ij +1=264. This
convolutional layer has 32 filters, so the depth of the output image must be 32.
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31.

32.

33.

In which of the following situations can logistic regression be used? Select all that apply.

@ Predicting whether an email is a spam email or not based on its contents.

Predicting the rainfall depth for a given day in a certain city based on the city’s

historical weather data.
Predicting the cost of a house based on features of the house.

@ Predicting if a patient has a disease or not based on the patient’s symptoms and

medical history.

Correct answers: (a), (d)

We train a model on some data using LASSO regression. Which of the following
solutions offers the lowest bias and why?

The weights @ after running the LASSO regression; because non-smooth loss func-
tions tend to produce lower bias
The weights @ after running the LASSO regression; because sparse solutions have

lower bias
The weights @ after running unregularized regression again on just the features

with nonzero weights in the output of LASSO regression; because running multiple
models tends to reduce bias

The weights @ after running unregularized regression again on just the features

with nonzero weights in the output of LASSO regression; because regularization
introduces some bias into the model

Correct answers: (d)

Explanation: We can use LASSO to select features with nonzero weights. However, the regularization term in
LASSO introduced some amount of bias in exchange for lower variance. Re-training the model on just the
selected features with no regularization can be used to de-bias.

Which of the following can result from choosing a smaller value of k in k-nearest
neighbors (KNN)? Select all that apply.

Increased underfitting.
Increased overfitting.

@ No impact on model fit.

Correct answers: (b), (c)
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34. True/False: Suppose we are doing ordinary least-squares linear regression with a bias
term. Projecting the sample points onto a lower-dimensional subspace with Principal
Component Analysis (PCA) and performing regression on the projected points can make
the training data loss smaller.

@ True
False

Correct answers: (b)

35. What is the purpose of the sigmoid function in logistic regression?

@ It converts continuous input into categorical data.
It standardizes the input to have zero mean and variance 1.
It optimizes the weights to reduce loss.

@ It transforms the output to a probability.

Correct answers: (d)

36. Consider the general least squares regression objective function L(w) =
| Xw — Y||2 + Aw" Dw whose gradient is V,L(w) = 2(X'X + AD)w — 2X "y.
Which conditions must be true for there to be a unique solution to minimizing the
objective function? Select all that apply.

XTX + AD must be invertible.

X T X 4+ AD must have a non-trivial nullspace.
@ X TX + AD must have full rank.

Correct answers: (a), (c)
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37.

38.

Which of the following are true about bagging and boosting? Select all that apply.

Bagging is a technique that predicts the average of the predictions outputted by
independently trained models.

@ Random forests are an example of bagging.

Boosting is a technique that iteratively learns new models that correct for the error
produced by previous models it learned.
@ Boosting weights the predictions of the different models it learns equally when

computing the final prediction.
Correct answers: (a), (b), (c)

Explanation: A, B, C are correct. D is not correct because in boosting, we learn a parameter for each individual
model that determines how much we weight it.

Suppose that after solving a soft margin SVM problem we obtain that the best separating
hyperplane is wTz + b = 0 for w = [1,—2] and b = 3. Consider the following points
x1 = [2,1], 22 = [-0.5,1.5], 3 = [—1.75,0.5]. What are the labels (+1 or —1) assigned
by our model to the three points?

Answer: y; = , Yo = ) Y3

Explanation: Labels:

o wlzgy +b=3, so y1 = 1.

o wlayg+b=-0.5, so ya2 = —1.

o wlzs 4+b=0.25 50 y3 = 1.
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39. Recall the RBF kernel: K (x,x’) = exp(—7|/x — x/||?) where v = 515.
Which of the following statements about the RBF kernel is true?
@ The RBF kernel is only applicable to binary classification.

Increasing the v hyperparameter reduces overfitting.

The RBF kernel is positive semi-definite (where v > 0).
@ The RBF kernel is invariant to feature scaling.

Correct answers: (c)

40. For a linear regression with bias term, we want to find IZ}Ls,l;LS such that
Wps,brs = argmin,, |ly — (Xw + 1b)||3 for X € R4 w € RYy € R". 1 indi-
cates a vector of all ones.

If XT1 =0, what is brg?

Answer: brg =

Explanation: BLS = lEnzlyi

no v

41. What is a commonly used optimization algorithm when training neural networks?

Answer:

Explanation: Example answers: SGD, gradient descent
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42. In a linear regression model with normally distributed errors, which of the following is
the likelihood function?

L(y| X, w) = 3214 (yi — Xyw)?

L(y1X,w) = [T, s exp (- 2520
() Mo =T o - 3)
LylX, w) = [Ty = exp (- @5

Correct answers: (b)

Explanation: Note: option ¢ was also accepted as a correct answer.

43. What is the role of nonlinear activation functions in neural networks? Briefly describe
in 1-2 sentences and provide an example of an activation function that adds nonlinearity.

Answer: Activation Function:

Answer: Role:

Explanation: Nonlinearity allows neural networks to model complex and nonlinear relationships in data.
Examples include: Sigmoid, tanh, ReLU, Leaky ReLU, ELU

44. What is the key reason why backpropagation is so important?

@ Backpropogation allows us to compute the gradient of any differentiable function.

Backpropogation is the only algorithm that enables us to upate the weights of a

Neural Network.
Backpropogation is an efficient dynamic program that enables us to compute the

gradient of a function at the same time-complexity it takes to compute the function.
@ Backpropagation introduced Chain Rule into the world of mathematics, enabling

significant advances in the field.

Correct answers: (c)
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45. What is a commonly used loss function when training a neural network for a multi-class
classification problem?

Answer:

Explanation: Cross entropy loss
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