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Plans for today!

1. This
2. Reminders
3. Review Vector Calculus/Approximations

a. Will be lecture/follow along style



Jacobians and Hessians
And how it is just a fancy way to describe gradients

Slides by Marco D.



WHAT IS THIS?!?!?!
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Gradient



How do we calculate the gradient of a function with a vector 
input?

This is normal function that 
outputs a real number
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We simply do partial derivatives n times

=
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Tells you the slope of 
the tangent plane in the 
x1 and x2 directions

Visualizing the Gradient



Jacobian



In machine learning, we don’t usually have the privilege of having a 
function that outputs a real number. Usually, the function will output 
a vector. For example:

What do we do now???
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Each row becomes an n 
element gradient

(For notational 
purposes, gi = 

computation for row i 
of the output)



Interpreting the Jacobian

How do we interpret the jacobian matrix?

This matrix gives us an idea of how the output will change if we 
slightly change the value of x.

For example, if we increase x1, how is g(x) affected?
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Hessian



Important to 
understand!



Notice the combinations of variables:
- Derive by the same variable twice for 

the diagonal
- Derive by every combination of xi,xj 

where i ≠ j for the off-diagonals





Problems 1.2 a-b

Solve them! Ask for 
help if you are stuck. 
Look at section 1.1 for 
help remembering 
how these gradients, 
Jacobians, and 
Hessians compute.



Answers

Equivalent



Approximations



Linear Approximation

The derivative of f(x) at 
some (x,y) can be used 
to linearly approximate 
f(x ± ε) 

Where ε is very tiny!

This extends to multivariate 
functions… proof in your notes

Bad approximation

Good 
approximation



Linear Approximation

For a “many-to-one” 
function, the gradient 
gives us a vector we can 
use to linearly 
approximate a small area 
around some x

What about a 
“many-to-many” function?

?? ? ?
?



Problem 1.2 c

Remember that the 
Jacobian is just the 
gradient of a 
“many-to-many” 
function.

Also remember: For a 
“many-to-one” function, the 
gradient gives us a vector we 
can use to linearly 
approximate a small area 
around some x



Answer



Problem 1.2 d 
(walkthrough)





Answer!

So what is 
the second 

order 
derivative?

2nd order Taylor 
expansion around x 

generalized to vectors



Problem 1.2 g 
(IMPORTANT!)



Answer

Intuition used here will be useful on the exam



Properties



Useful rules!



Hessian Jacobian Gradient

William Rowan Hamilton

William Grady Hamilton



Questions/Chat Time!


