
446 Section L-2 Norm
TA: Varun Ananth



Plans for today!

1. This
2. Reminders
3. Problems

a. P1 a, b
b. Review Linear Regression
c. P2 (writing)



Reminders

● HW0 due Oct 8 (next Wednesday)

Some tips:

- Use office hours to your advantage
- Student TA OH for homework questions
- Professor OH for conceptual questions

- Skim the homeworks the day they are assigned and try one problem
- Motivates you to get things done on time, starting an untouched assignment can be daunting

- Keep a tab open with the lecture slides while you do the homework for 
reference



Problem 1



Context 
(1a)



Noise (vi) is i.i.d from the 
Gaussian Distribution

We want to show: MLE of the 
weights for linear model with a 

Gaussian noise term reduces to 
minimizing sum of squared 

errors



Linear model:

Here we use the fact that vi is i.i.d 
from a 0-mean Gaussian to 
introduce the Gaussian distribution 
equation into our proof





Constant offset does not influence answer

Constant offset does not influence answer

Apply logarithm rules

Apply logarithm rules



We have shown that using MLE on a linear model with a Gaussian noise 
term results in the same optimization objective as minimizing the sum of 

squared errors between the ground truth and the prediction!



MLE → Linear Regression

We got here 
from MLE!

Now let’s 
complete the 

proof



MLE → Linear Regression



MLE → Linear Regression

I would try and understand this well! It’s really cool.

This is mostly in summation form until the very end. The lecture notes (should) 
have it in matrix form until the very end. Look and study the one that makes 
most sense to you.

Any questions?



Context (1b)

Linear model:

Noise (vi) is i.i.d from the 
Laplacian Distribution

So:

This RHS comes from the Laplacian 
Distribution

We wish to maximize:



Let’s look at the steps before considering the distribution:

What do we plug in 
here?





Cool Connection

Visual similarities exist 
between the L1 norm vs. the 
Laplacian, and the L2 norm 
vs. the Gaussian

Using Laplacian (sharp) as noise results in the 
L1 norm (sharp) in the optimization equation

Using Gaussian (smooth) as noise results in 
the l2 norm (smooth) in the optimization 
equation



Problem 2



Context (2)

Standardization Normalization

Not the same!







2.1 and 2.2 will be important in HW1!





Questions/Chat Time!


