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Privacy and Fairness in 
ML



This course so far

How can one predict some value, find structure from data?



First, a moment of reflection



Some sobering statistics

Many, many people are killed by police every year (1,003 in the past 12 months) 

> half of which aren’t reported to the FBI (reporting is voluntary) 

Source: an excellent Washington Post interactive database



Design choices

Model Class 

Features to collect 

Loss function 

Regularization 

Optimization Method 

Constraints 

…

-7 linear

-



Design choices affect your model

Model Class 

Features to collect 

Loss function 

Regularization 

Optimization Method 

Constraints 

…

These will all affect what model you find, and 
how well and when that structure will 
generalize



… and that can have consequences “beyond” ML

Model Class 

Features to collect 

Loss function 

Regularization 

Optimization Method 

Constraints 

…

These will all affect what model you find, and 
how well and when that structure will 
generalize

Different models will have different kinds of 
errors, predictions, and failure modes
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Consequence #1: Good 
predictions for whom?



The US Criminal Justice System



The US Criminal Justice System

This is a description of how things (largely) are and have been, not how they 
ought to be.



The US Criminal Justice System

This is a description of how things (largely) are and have been, not how they 
ought to be.

Any use of ML in the criminal justice system is just a tiny part of the larger CJ 
ecosystem.



The US Criminal Justice System

This is a description of how things (largely) are and have been, not how they 
ought to be.

Any use of ML in the criminal justice system is just a tiny part of the larger CJ 
ecosystem.

Moreover, “reoffend” or “recidivate” are very, very, very far from precise 
terms in their use (in this lecture, and in industry). 
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What does the CJ process have to do with ML?

(Lots and lots and lots and lots of possibly biased processes, including 
racialized choices of where to police, what behaviors are most dangerous, …) 

-> A person is charged with a crime 

-> A judge determines whether to detain them or release them on bail until 
their trial 

-> (Many, many months or years pass) 

-> The trial determines whether the justice system considers a person guilty 
or innocent of charges 

-> A sentencing hearing determines the length of prison time, fines, … 

-> With “good behavior”, people in prison can be considered for parole

Predictive policing: determine (statistically) where to send police

Predict probability of reappearing, being charged with another crime if on 
parole, …

Predict risk of being charged with another crime, use in sentencing

Predict risk of being charged with another crime, use in parole decisions
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The US Criminal Justice System

“reoffend” or “recidivate” are very, very, very far from precise terms in their 
use (in this lecture, and in industry). 

Largely, it corresponds to either being:

- arrested

-  charged

- or being found guilty of a crime

usually one which is violent.
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Can such predictions be fair with respect to race?

Attempt #1: don’t use race as a feature 
Issue: race is strongly correlated with other 
features 

Attempt #2: Remove any feature correlated with race 
Issue: (nearly) all features correlated with race 

“Fairness through unawareness” 

What exactly is the goal of this?

To accurately predict which people are most likely commit 
a crime if released, so they can be released

… where these predictions should be accurate? similar? 
for people of all races.

Pretrial release risk scale: 1-10 
General recidivism scale 
Violent recidivism scale 

Concern: not all errors are equally costly.

-

-



Can such predictions be fair with respect to race?



Can such predictions be fair with respect to race?

Pretrial release risk scale: 1-10 
General recidivism scale 
Violent recidivism scale 



Can such predictions be fair with respect to race?

Pretrial release risk scale: 1-10 
General recidivism scale 
Violent recidivism scale 

Source: Washington Post



Can such predictions be fair with respect to race?

Pretrial release risk scale: 1-10 
General recidivism scale 
Violent recidivism scale 

Source: Washington Post

Propublica piece ① ①
=



Can such predictions be fair with respect to race?

Pretrial release risk scale: 1-10 
General recidivism scale 
Violent recidivism scale 

Source: Washington Post

P[does not reo↵end|predicted low risk, white] <
P[does not reo↵end|predicted low risk, black]

<latexit sha1_base64="wmbFUjuvG2gn7UdFQ0q0V1sk5Ng=">AAACnnicrVHLbtNAFB2bAiW8Aiy7uWqKxAJFdrqABYs+JIRAVYNE2kixFY3H180o4xlr5rpt5Pqz+BF2/A2TNEh9sORKIx2dc++5j8kqJR1F0e8gfLDx8NHjzSedp8+ev3jZffX6xJnaChwJo4wdZ9yhkhpHJEnhuLLIy0zhaTY/XOqn52idNPoHLSpMS36mZSEFJ09Nuz8TbaTOURPsJCWnWZY1w3aSEF6SLZvcoANtCCyaokCdt3AFf0XfKJeCMAdlLsBKN38PFzNJ2Kbwydslnf9sniku5t58Z9rtRf1oFXAfxGvQY+sYTru/ktyIuvSjCMWdm8RRRWnDLUmhsO0ktcPKm/MznHioeYkubVbnbeGtZ3IojPXPr7Jib1Y0vHRuUWY+c7mku6styX9pk5qKj2kjdVUTanHdqKgVkIHlX0EuLQpSCw+4sNLPCmLGLfdnsa7jjxDfXfk+OBn0493+4Pugt3ewPscm22Lb7B2L2Qe2x76wIRsxEWwF+8HX4FsI4efwKDy+Tg2Ddc0bdivC8R/A3M8W</latexit>



Can such predictions be fair with respect to race?

Pretrial release risk scale: 1-10 
General recidivism scale 
Violent recidivism scale 

Source: Washington Post

False positive rate for black defendants higher than for white defendants.

P[does not reo↵end|predicted low risk, white] <
P[does not reo↵end|predicted low risk, black]

<latexit sha1_base64="wmbFUjuvG2gn7UdFQ0q0V1sk5Ng=">AAACnnicrVHLbtNAFB2bAiW8Aiy7uWqKxAJFdrqABYs+JIRAVYNE2kixFY3H180o4xlr5rpt5Pqz+BF2/A2TNEh9sORKIx2dc++5j8kqJR1F0e8gfLDx8NHjzSedp8+ev3jZffX6xJnaChwJo4wdZ9yhkhpHJEnhuLLIy0zhaTY/XOqn52idNPoHLSpMS36mZSEFJ09Nuz8TbaTOURPsJCWnWZY1w3aSEF6SLZvcoANtCCyaokCdt3AFf0XfKJeCMAdlLsBKN38PFzNJ2Kbwydslnf9sniku5t58Z9rtRf1oFXAfxGvQY+sYTru/ktyIuvSjCMWdm8RRRWnDLUmhsO0ktcPKm/MznHioeYkubVbnbeGtZ3IojPXPr7Jib1Y0vHRuUWY+c7mku6styX9pk5qKj2kjdVUTanHdqKgVkIHlX0EuLQpSCw+4sNLPCmLGLfdnsa7jjxDfXfk+OBn0493+4Pugt3ewPscm22Lb7B2L2Qe2x76wIRsxEWwF+8HX4FsI4efwKDy+Tg2Ddc0bdivC8R/A3M8W</latexit>

c-This
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Can such predictions be fair with respect to race?

Source: Washington Post

P[reo↵end|prediction, white] ⇡ P[reo↵end|prediction, black]
<latexit sha1_base64="aXy84n3/XvD7/W4ewca0ED8D2XI=">AAACZ3icnVFNa9wwEJWdzzppdtuUUshF7VLIISx2UmiPob30uIXuJmCbRZbHWbGyZKRxksV1fmRvvffSf1F5s4U2m1MHBI/3Zp40T1klhcUw/OH5G5tb2zu7T4K9/acHvf6z5xOra8NhzLXU5jJjFqRQMEaBEi4rA6zMJFxk80+dfnENxgqtvuKigrRkV0oUgjN01LR/l5QMZ1nWjNo4QbhFUzYGdFGAylv6jf7hnGkueDdzQm9mAqFNacKqyuhb+h8WmWR87iym/UE4DJdF10G0AgOyqtG0/z3JNa9LUMglszaOwgrThhkUXEIbJLWFynmzK4gdVKwEmzbLnFr61jE5LbRxRyFdsn9PNKy0dlFmrrNbyT7UOvIxLa6x+JA2QlU1guL3FxW1pKhpFzrNhQGOcuEA40a4t1I+Y4ZxdF8TuBCihyuvg8npMDobnn55Nzj/uIpjlxyRN+SYROQ9OSefyYiMCSc/vcA79F54v/ye/9J/dd/qe6uZQ/JP+a9/AxG3vI4=</latexit>

Pretrial release risk scale: 1-10 
General recidivism scale 
Violent recidivism scale 

Calibration of scores w.r.t. race

- our



Can any predictions be fair with respect to race?

P[reo↵end|prediction, white] ⇡ P[reo↵end|prediction, black]
<latexit sha1_base64="aXy84n3/XvD7/W4ewca0ED8D2XI=">AAACZ3icnVFNa9wwEJWdzzppdtuUUshF7VLIISx2UmiPob30uIXuJmCbRZbHWbGyZKRxksV1fmRvvffSf1F5s4U2m1MHBI/3Zp40T1klhcUw/OH5G5tb2zu7T4K9/acHvf6z5xOra8NhzLXU5jJjFqRQMEaBEi4rA6zMJFxk80+dfnENxgqtvuKigrRkV0oUgjN01LR/l5QMZ1nWjNo4QbhFUzYGdFGAylv6jf7hnGkueDdzQm9mAqFNacKqyuhb+h8WmWR87iym/UE4DJdF10G0AgOyqtG0/z3JNa9LUMglszaOwgrThhkUXEIbJLWFynmzK4gdVKwEmzbLnFr61jE5LbRxRyFdsn9PNKy0dlFmrrNbyT7UOvIxLa6x+JA2QlU1guL3FxW1pKhpFzrNhQGOcuEA40a4t1I+Y4ZxdF8TuBCihyuvg8npMDobnn55Nzj/uIpjlxyRN+SYROQ9OSefyYiMCSc/vcA79F54v/ye/9J/dd/qe6uZQ/JP+a9/AxG3vI4=</latexit>

How is this possible? 

P[does not reo↵end|predicted low risk, white] <
P[does not reo↵end|predicted low risk, black]

<latexit sha1_base64="wmbFUjuvG2gn7UdFQ0q0V1sk5Ng=">AAACnnicrVHLbtNAFB2bAiW8Aiy7uWqKxAJFdrqABYs+JIRAVYNE2kixFY3H180o4xlr5rpt5Pqz+BF2/A2TNEh9sORKIx2dc++5j8kqJR1F0e8gfLDx8NHjzSedp8+ev3jZffX6xJnaChwJo4wdZ9yhkhpHJEnhuLLIy0zhaTY/XOqn52idNPoHLSpMS36mZSEFJ09Nuz8TbaTOURPsJCWnWZY1w3aSEF6SLZvcoANtCCyaokCdt3AFf0XfKJeCMAdlLsBKN38PFzNJ2Kbwydslnf9sniku5t58Z9rtRf1oFXAfxGvQY+sYTru/ktyIuvSjCMWdm8RRRWnDLUmhsO0ktcPKm/MznHioeYkubVbnbeGtZ3IojPXPr7Jib1Y0vHRuUWY+c7mku6styX9pk5qKj2kjdVUTanHdqKgVkIHlX0EuLQpSCw+4sNLPCmLGLfdnsa7jjxDfXfk+OBn0493+4Pugt3ewPscm22Lb7B2L2Qe2x76wIRsxEWwF+8HX4FsI4efwKDy+Tg2Ddc0bdivC8R/A3M8W</latexit>

Is this avoidable?

while

high

I

Not .
Either false positives differ by race

or riskscones won't
be calibrated

w .
ret . race .



Can any predictions be fair with respect to race?

False positives approximately equal and calibration are 
mutually exclusive, unless we have perfect predictions or the 
rate of what we are predicting is equal in every racial group.

… and this is true for more settings than just criminal justice.

Lending 
Advertising 
… 

We are making a choice about how we allocate predictions.



©2018 Kevin Jamieson

Consequence #2: 
Leaking Sensitive 
information



Vignette 1: The Netflix Challenge

17,700 movies,  480,189 users,  99,072,112 ratings (Sparsity: 1.2%)

Given historical data on how users rated movies in past:

Predict how the same users will rate movies in the future (for $1 million prize)



Vignette 1: The Netflix Challenge

17,700 movies,  480,189 users,  99,072,112 ratings (Sparsity: 1.2%)

Given historical data on how users rated movies in past:

Predict how the same users will rate movies in the future (for $1 million prize)

U1

U2
U3
U4



Vignette 1: The Netflix Challenge

17,700 movies,  480,189 users,  99,072,112 ratings (Sparsity: 1.2%)

Given historical data on how users rated movies in past:

Predict how the same users will rate movies in the future (for $1 million prize)

U1

U2
U3
U4

+



Vignette 1: The Netflix Challenge

17,700 movies,  480,189 users,  99,072,112 ratings (Sparsity: 1.2%)

Given historical data on how users rated movies in past:

Predict how the same users will rate movies in the future (for $1 million prize)

U1

U2
U3
U4

+

De-anonymized records



Vignette 1: The Netflix Challenge

17,700 movies,  480,189 users,  99,072,112 ratings (Sparsity: 1.2%)

Given historical data on how users rated movies in past:

Predict how the same users will rate movies in the future (for $1 million prize)

U1

U2
U3
U4

+

De-anonymized records
Conclusions: 

Anonymization can be undone 
linkage attacks help in de-anonymizing! 
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Vignette 2: Medical Records

~ 7% of the US population is hospitalized per year, ~ 1% hospitalized > 1x 

328.2 million people living in the US 

In ~28 years, most people will have been hospitalized at least 2x

Suppose I have the dates of admission and nothing else.

Does this uniquely identify anyone? If so, how many people?

~10,000 dates in 28 years, ~660 people admitted per day

Of the 659 people admitted with me on my first day, will any of them be 
admitted w. me on my second day? W.p. 559/9,999,  or ~.5%

So dates of 2 hospital admissions will uniquely identify many, many people. 

Conclusions: 

Anonymizing low dimensional data still isn’t safe…  
a small number of features can uniquely id people if 
those features take on many values 

Large (#people) datasets aren’t enough to hide users 
either
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e�✏ � P[A(D)=f̂ ]

P[A(D0)=f̂ ]
 e✏

<latexit sha1_base64="g0R75dFIcqG9EajpMNBpp1Xh6Io=">AAACS3icbVC7TsMwFHUK5VFeBUYWixZRBqqkDLAg8RoYi0QBqUkrx71prTpOsB2kKsr/sbCw8RMsDCDEgFuKBIUjWTo65z58jx9zprRtP1m5qen8zOzcfGFhcWl5pbi6dqWiRFJo0IhH8sYnCjgT0NBMc7iJJZDQ53Dt90+H/vUdSMUicakHMXgh6QoWMEq0kdpFvwytdNeFWDEeicztwi12A0lo6oZE93w/rWfN48rZDj7Ebo/oNMi8bMLb/mVil5sZ0PqeWW4XS3bVHgH/Jc6YlNAY9Xbx0e1ENAlBaMqJUk3HjrWXEqkZ5ZAV3ERBTGifdKFpqCAhKC8dZZHhLaN0cBBJ84TGI/VnR0pCpQahbyqHR6hJbyj+5zUTHRx4KRNxokHQr0VBwrGO8DBY3GESqOYDQwiVzPwV0x4xSWoTf8GE4Eye/Jdc1arOXrV2USsdnYzjmEMbaBNVkIP20RE6R3XUQBTdo2f0it6sB+vFerc+vkpz1rhnHf1CLv8JT1+y7w==</latexit>

E

•
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for every output f̂ 2 range(A)
<latexit sha1_base64="OpuRPZrRUzyIS2GEgVI95jytyn0=">AAACGXicbVC7TgMxEPSFd3gFKGksAlJoortQQBmgoQSJQKRcFPmcvcSKzz7Ze4jolN+g4VdoKECIEir+Biek4LXVaGZWuzNRKoVF3//wCjOzc/MLi0vF5ZXVtfXSxuaV1Znh0OBaatOMmAUpFDRQoIRmaoAlkYTraHA61q9vwFih1SUOU2gnrKdELDhDR3VKfqwNBecYUp1hmiHdDfsM83hEQ6FoiHCLJskNUz0YVY73dzulsl/1J0P/gmAKymQ6553SW9jVPEtAIZfM2lbgp9jOmUHBJYyKYWYhZXzAetByULEEbDufJBvRPcd06fjHWCukE/b7Rs4Sa4dJ5JwJw779rY3J/7RWhvFROxfKJQbFvw7FmaSo6bgm2hUGOMqhA4wb4X6lvM8M4+jKLLoSgt+R/4KrWjU4qNYuauX6ybSORbJNdkiFBOSQ1MkZOScNwskdeSBP5Nm79x69F+/1y1rwpjtb5Md4758ij6BZ</latexit>

e�✏ � P[A(D)=f̂ ]

P[A(D0)=f̂ ]
 e✏

<latexit sha1_base64="g0R75dFIcqG9EajpMNBpp1Xh6Io=">AAACS3icbVC7TsMwFHUK5VFeBUYWixZRBqqkDLAg8RoYi0QBqUkrx71prTpOsB2kKsr/sbCw8RMsDCDEgFuKBIUjWTo65z58jx9zprRtP1m5qen8zOzcfGFhcWl5pbi6dqWiRFJo0IhH8sYnCjgT0NBMc7iJJZDQ53Dt90+H/vUdSMUicakHMXgh6QoWMEq0kdpFvwytdNeFWDEeicztwi12A0lo6oZE93w/rWfN48rZDj7Ebo/oNMi8bMLb/mVil5sZ0PqeWW4XS3bVHgH/Jc6YlNAY9Xbx0e1ENAlBaMqJUk3HjrWXEqkZ5ZAV3ERBTGifdKFpqCAhKC8dZZHhLaN0cBBJ84TGI/VnR0pCpQahbyqHR6hJbyj+5zUTHRx4KRNxokHQr0VBwrGO8DBY3GESqOYDQwiVzPwV0x4xSWoTf8GE4Eye/Jdc1arOXrV2USsdnYzjmEMbaBNVkIP20RE6R3XUQBTdo2f0it6sB+vFerc+vkpz1rhnHf1CLv8JT1+y7w==</latexit>

Add
a CD

')
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