
CSE 446
Learning Theory



Administrative

• Quiz section next week: midterm problems & 
answers, differentiation review

• Lecture next week

– Will post video lectures for Wed & Fri

– TA will go over material in detail in class and 
answer questions



Bias-Variance tradeoff – Intuition 

• Model too simple: does not 
fit the data well
– A biased solution
– Simple = fewer features
– Simple = more regularization

• Model too complex: small 
changes to the data, 
solution changes a lot
– A high-variance solution
– Complex = more features
– Complex = less regularization



Bias-Variance Tradeoff
• Choice of hypothesis class introduces learning 

bias

– More complex class → less bias

– More complex class → more variance



Error as a function of number of training 
examples for a fixed model complexity
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